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In Release 1 these features were not completely tested and some uses of qualified tables niay fail
inexpUciay. Release 2 should do much better, and the only failing of which I am aware is that if an
invalid qualification for a table is found - e.g. more qualifier lists than dimemions or a posiUon value
greater the number of levels of the relevant factor - then the diagnostic message may prmt the
wrong structure name. This has been cured for Release 3.
There is a similar fault, also cured for Release 3, in the diagnostic message that will appear if^
many • [' are found before matching ' 1' begin to appear. You will be told that the limit is nme. This
should be 31, and

PRINT ! e (A$ [B$ [C$ [D$ [E$ [F$ [G$ [H$ [1$ [ J$ [K$ [L$ [M$ [N$ [0$ [P$ [Q$ [R$ [S$ [T$ [U$ [ \
V$[W$[X$[Y$[Z$[Z$[Y$[X$[W$[V$[U]]]]]]]]]]]]]]]]]]]]]]]]n]]]]])

is acceptable, if only just.

Since writing the above, two more failings in the Release 2 implementation of qualified structures
have surfaced:

1. If SM is a symmetric matrix, calculate v=sm$ [... ] works; but calculate v=x$ [SM$ [...]]
does not.

2. If F is a factor, f$ [3] should return the numerical level corresponding to the third value, but it
does not do so in all circumstances and its use should be avoided.

References

[1] Dr R. Sackville Hamilton.
Combining Tables with Variates.
Genstat Newsletter, 25, pp. 57-58, 1990.
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Explicit and Implicit Loops
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The FOR directive provides a powerful mechanism for repetitive work. In fact, the ability to specify a
series of dummies to be substituted at each pass of the loop makes it more convenient and flexible
than otherwise equivalent looping mechanisms in other computing languages. For example, to draw a
series of graphs of the variables ya,yb,yc,yd against the variables xa^,xc,xdy the following loop is
easy to construct:

FOR y^aifYhfYC,yd; x=xa,xb,xc,xci
GRAPH y; x

ENDFOR

The apparent shortness of a for loop, however, can belie the amount of work that is actually being
performed. In particular, it must be remembered that in Genstat 5, each statement is compiled and
executed at the same time; therefore, each statement in a loop must be compiled and executed the
number of times that the loop is repeated. On a slow computer, such as an 80286-based PC, this can
result in a surprisingly long wait for a loop to complete.

Another example where a loop is clearly needed is in the formation of the matrix power of a square
matrix. This needs to be done in the study of transition processes, for example, where a transition
matrix is powered up to find the state of the process after a given number of steps. Genstat does not
provide a special function for taking powers of matrices. At first sight, the obvious way to carry out
this powering operation in Genstat would be to use an explicit loop:

MATRIX [R0WS=7; COLUMNS"?] Matrix; VALUES"!(...)

& Result; VALUES"Matrix

FOR [NTIMES"59]

CALCULATE Result " Result*+Matrix

ENDFOR

Here, the matrix called Matrix, with seven rows and seven columns, is taken to the power 60, using
the NTiMES option of the for directive to specify the number of passes through the loop.

The work can be speeded up by replacing the explicit loop with an implicit one. Many directives in
Genstat provide implicit looping by the use of lists, which greatly reduces the amount of time spent in
compiling the commands.

MATRIX [ROWS"?; COLUMNS"?] Matrix; VALUES"!(...)
& Result; VALUES"Matrix

CALCULATE 59(Result) = Result*+Matrix

The CALCULATE Statement could be written

CALCULATE 59(Result) " 59(Result)*+59(Matrix)

to make it clear that there are three parallel lists each of 59 identifiers. However, the standard rule in
Genstat is that the first list in the parameters of a statement defines the number of operations, and
other lists in the parameters are recycled until the first list is exhausted, calculate will carry out
each operation in turn, so that the structure Result used for the second calculation will be the res^t of
the first calculation, and so on.

The formation of a matrix power can actually be achieved with much less work than this. On a slow
computer, it might well be worth reducing die number of matrix operations; also, it is possible that
rounding error may be a problem if the matrix has many rows and the power is large. In that case, the
fewer operations that are done the better. The following statements find the 60th power using only
eight matrix multiplications, compared to the 59 used previously, with only a small overhead in
storage of temporary matrices.
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MATRIX [R0WS=7; C0LUMNS=7] Matrix; VALUES=!(...)
& M[l]; VALUES=Matrix

CALCULATE M[2,4,8,16,32] - M[l,2,4,8,16]*+M[l,2,4,8,16]
& Result = M[32]*+M[16]*+M[8]*+M[4]

The following short procedure carries out the powering operation for any given power. Though the
explicit loop has to be reinstated to cope with the generality, it is repeated only log2 ( power) times;
for example, with power>°60, it is repeated only five times.

PROCEDURE 'MPOWER'

PARAMETER 'MATRIX', "Input matrix: must be square" \
'POWER', "Input scalar: must be positive integer" \
'RESULT' "Output matrix"

CALC work = MATRIX

SCALAR start,index; VALUE-1,POWER
FOR [NTIMES==POWER]

IF INTEGER(index « index/2) < index
IF start

CALC RESULT = work

SCALAR Start; VALUE=0

ELSE

CALC RESULT = RESULT*+work

END IF

EXIT index==0.5

CALC index » INTEGER(index)
END IF

CALC work ■» work*+work
ENDFOR

ENDPROCEDURE

[Note: it is also possible to compute the power of a symmetric matrix using die eigenvalues calculated
byFLRV].
An expanded version of this procedure has been accepted for Procedure Library 2[2].

This article was written while die author was a visiting fellow in the Statistics Department of die Australian National University, Canberra.
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Editing Data Structures
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The EDIT directive in Genstat is designed to edit text structures only. In order to change values of
other structures, you have to use directives such as calculate or equate, or else print the values
into a text, edit the text, and read back into the structure. The new Menu System also provides some
faciUties for editing, but only of variates.

Any computing system on which Genstat is available also provides one or more editors. These may be
distributed with the operating system, such as the edt editor with Vax/VMS or the vi editor with
Unix, or they may have been purchased to provide an alternative editing capability. In any case, a user
of Genstat is likely to have a favourite editor on the system being used, and this is almost certainly a
screen editor, which will usually be much more convenient to use than the line-editing style of the
EDIT directive in Genstat. Genstat does not attempt to provide such facilities because explicit links to
screen editors would lead to serious machine-dependency.

However, the suspend directive in Genstat is provided specifically to allow communication between
Genstat and the operating system. It can be used in particular to call an editor while Genstat is
suspended. Therefore, the ability to edit data structures can be provided by a simple procedure,
allowing you to make use of your favourite editor rather than having to learn another set of editing
conventions. Of course, the procedure is bound to be machine-depradent because of the difference in
editor's names and commands to delete files, so it may not be suitable to include such a procedure in
the Genstat Procedure Library. But any site, or any user, can define a local procedure library
containing a procedure for editing data that is tailored to local conditions.

I have written such a procedure specifically for Release 2.1 of Genstat in the VAX/VMS environment.
In its current form, it can cope with all data structures except language structures (such as pointers)
and compound structures. It is about 100 lines long, but most of this consists of special action to deal
with potential problems in reading general strings into text and factor structures, and allowing a set of
vectors of equal length to be edited together. To make it quicker for a reader to implement an editing
facihty at any site, a simplified procedure is listed here. It omits the awkward cases of texts and
factors, but can deal with any single numerical structure, and it includes a loop to check for valid
reinput of the values.

To use the procedure once it is stored in a library attached to Genstat, just type
EDATA identifier

to edit the values of a data structure. Genstat will be suspended, and the editor will be invoked to let
you modify the values: the values are printed into a file, and you can control the format of this printing
with the FiELDWiDTH and decimals parameters of edata. When you have finished makmg changes,
exit from the editor as usual, and the procedure will attempt to read the new values back into the data
structure. If it fails, it will ask you if you want to try again - either returning you to the editor, or
abandoning depending on your reply.

If you have more than one editor at your fingertips, you can choose between them by using the option
EDITOR. For example, to use an editor called textedit rather than the default, give the command

EDATA [EDITOR®'textedit'] identifier
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Procedure EDATA

PROCEDURE 'EDATA'

n Procsdut© to cEill ©xtcjcnsl ©ditox to ©dit dst©.
OPTION 'EDITOR','DELETE','FILE','DELAPPEND'; \
MODE=p; DEFAULT"'©d','d©l','©data.tmp' \
NVALUES"!; DECLARED=y©s; TYPE=4('t©xt'); PRESENT=y©S

PARAMETER 'DATA','FIELDWIDTH' DECIMALS'; MODE"p; \
DEFAULT"*,!(*)/!(*)7 SET"y©s,no,no; DECLARED=y©s; PRESENT"y©s; \
TYPE"!t(scalar,variat©,matrix,diagonal,symmatric,tabl©), \
2('scalar','variat©')? NVALUES"*,1,1

" Print currant valuas into £il©, without laballing bayond idantifiar.
SCALAR [VALUE"*] outC,inc
OPEN FILE; CHANNEL=OUtc; FILETYPE=Output
PRINT [CHANNEL=outc; SQUASH=y©s] \
'*** Edit data valuas, but ratain tha first thraa linas of this fila ***'

PRINT [CHANNEL=OUtc; RLPRINT"*; CLPRINT"*] DATA; \
FIELDWIDTH"#FIELDWIDTH; DECIMALS"#DECIMALS

CLOSE outc; FILETYPE=output

CONCATENATE [adcom] EDITOR,' ',FILE
&  [dalcom] DELETE,' ',FILE,DELAPPEND
DUMMY raply; VALUE=2

FOR [NTIMES"999]

•* Giva adit command to operating system. **
SUSPEND [adcom]

" Retrieve valuas, ignoring massages, blank line and identifiers."
OPEN FILE; CHANNEL"inc; FILETYPE=input
SKIP [CHANNEL"inc; FILETYPE=input] 3
" Check for error in reading."
DISPLAY [CHANNEL=null]

SET [DIAGNOSTIC"*]

READ [CHANNEL"inc] DATA

SET [DIAGNOSTIC=w,f]
GET [FAULT"dchack]
CLOSE inc; FILETYPE=input

IF dchack

" Display fault and repeat."
PRINT 'Warning from procedure EDATA: Data cannot be read back in.'
QUESTION [PREAMBLE"'Do you want to try again?'; RESPONSE"raply; \
MODE"t; DEFAULT"'y'] 'y','n'; CHOICE"'yes','no'

EXIT [EXPLANATION"'Procedure EDATA has abandoned editing'] reply="2
ELSE

" Exit if data correctly read."
EXIT

ENDIF

ENDFOR

" Delete temporary files used for editing."
SUSPEND [delcom]

ENDPROCEDURE
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Modifications for Release 1.3

The procedure makes use of several features introduced in Release 2.1, so cannot be implemented
without modifications for use with Release 1.3. The modifications required are listed here.

(1) The OPTION and parameter statements cannot use the new error-checking and default-setting
parameters. Change them as follows, including if blocks to assign defaults to the auxiliary
parameters, and check the type of structure to be edited. Other checks can be included if desired,
to avoid producing diagnostics within the procedure, such as when a structure is supplied with no
values already defined.

OPTION 'EDITOR','DELETE','FILE','DELAPPEND'; \
MODE^p; DEFAULT®'ed','del','edata.tmp',';

PARAMETER 'DATA' , ' FIELDWIDTH' , ' DECIMALS' ; MODE=p
IF UNSET(FIELDWIDTH)
DUMMY FIELDWIDTH; VALUE®!(*)

END IF

IF UNSET(DECIMALS)
DUMMY DECIMALS; VALUE=!(*)

ENDIF

6ETATT [ATT=type] DATA; SAVE»»patt
IF patt[l] .NI. 1(1,4,5,6,7,8)
PRINT 'Procedure EDATA cannot edit this type of structure'
EXIT [CONTROL-proc]

ENDIF

(2) Explicit channels should be used, rather than using the new feature to ask for the next available
channel by supplying a missing value to the channel parameter of open.

SCALAR [VALUE=4] outc,inc

(3) The CLPRiNT option of print suppresses printing of identifiers as well as other column labels in
Release 1.3. Thus, the skip statement needs to be changed to:

SKIP [CHANNEL=inc; FILETYPE=input] 2

(4) The DISPLAY statement cannot be used in Release 1.3 with the option setting
CHANNEL=identifier. Replace it by

DISPLAY

This will unfortunately mean that if a diagnostic has already occured in the job, and display has
not been used, then when the procedure is called the diagnostic will be displayed again. This
could be avoided by opening another file and directing the output fix>m display into it by use of
the OUTPUT directive.

(5) The QUESTION statement should be replaced with a print statement followed by a read
statement to receive the reply.

PRINT 'Do you want to try again? Type 1 for yes, 2 for no:'
READ [END®*] reply

(6) The EXIT directive in Release 1.3 does not have an option explanation, so replace it by:
IF reply®®2
PRINT 'Procedure EDATA has abandoned editing'
EXIT

ENDIF

Modifications for Other Operating Systems

The procedure is designed to be easily modified for other operating systems. All that should need
changing are the ddfault settings for the options editor, delete, file, delappend. For sample,
on a Unix system the list of defaults could look like

DEFAULT®'vi','rm -f ,'edata.tn^',' '

Of course, the procedure cannot be used if the suspend directive is not available in die
implementation of Genstat

This article was written while die audior was a visiting fellow in the Statistics Department of the Australian National Untventty, Canberra.
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Fitting Non-linear Models and Estimating Functions of Model Parameters

MPat^eU
Department of Applied Statistics
University of Reading
Whiteknights
PO Box 217

Reading RG6 2AN
United Kingdom

1. Introduction

Standard curves, such as the line plus exponential, are fitted adequately by the fitcurve
directive. Non-standard curves may be fitted by the fitnonlinear directive, which although
usually producing adequate estimates of the model parameters, frequently gives a
computationally inaccurate estimate of their variance-covariance matrix and consequently of
their standard errors. A procedure fitimprove gives improvements in these features.

Explicit functions of parameters may be estimated adequately using the rfunction directive.
However, particularly when the parameters have an ill-conditioned variance-covariance matrix,
RFUNCTION can give an inaccurate estimate of the variance-covariance matrix of the functions.
A procedure ifunction estimates both implicit and explicit functions of parameters and
calculates their variance-covariance matrix with greater precision.

Both of the procedures fitimprove and ifunction require the user to supply expressions for
derivatives. Copies of these procedures, together with documentation and examples are
available by E-mail from user snspated @ uk.ac.rdg.am.cms. The Genstat program
producing the results in Tables 2 and 3 of this article is also available.

2. Non-linear Models

Consider the generalized non-linear model £(y,) = PiiO), i = 1,2,...,n, involving unknown
parameters 0. Estimates § are obtained by minimizing the deviance

D = IJWidiyi,fii)

where w,. is the weight attached to the ith observation. The form of the function d(y the
deviance per observation, is giv^ in [1] for the distributions Normal, Poisson, Binomial,
Gamma and Inverse Gaussian. The (Fisher) information matrix 1^ (equal to the expectation of
the Hessian matrix) has elements

where the expectation on the right-hand side is a simple function of Pi for the standard
distributions.

The procedure fitimprove requires expressions to evaluate the fitted values {P{) of the model
and their derivatives (dpildOj) with respect to the parameters ft It produces improved
estimates $ (compared with those produced by fitnonlinear) and evaluates the information

at ft The asymptotic variance-covariance matrix of the parameter estimates is itself estimated
by

V, =

where s^ is the dispersion. The method of evaluation of is controlled by the notransform
option of FITIMPROVE. For notransform " yes 11^ is evaluated using the inverse
function for square matrices which is more accurate than the algorithm used by Genstat for
inversion of symmetric matrices. If Ig is ill-conditioned (near singularity) small errors in the
calculation of its elements may produce larger errors in its inverse Ig^. An alternative
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method of calculatmg is invoked by the default notransform « no. This method is based
on an orthogonal transformation to the parameters ̂  satisfying 0 = 6q + where U is

U well-conditioned and 0q is arbitrary. The inverse matrix ischosen to make 7^ = U^IB
calculated using However, direct calculation of will not increase accuracy
over direct inversion of J^. Increased accuracy is achieved by calculatmg the elements of as

with

r(P)
(1)

dU:

=f^'4-
The matrix with elements given by (1) is then inverted and obtained as U^.
A convenient choice of C/ to make well-conditioned is the matrix of latent vectors of Iq.
Algebraically will then be diagonal, but when calculated by (1) will only be approximately
so due to the increase in accuracy.

Block

Applied nitrogen (tonnes/ha per annum)

0 0.1 0.2 0.4 0.8

a 5.951 9.0845 10.864 12.095 11.026

b 4.8875 7.084 10.33 13.60185 14.365

c 6.898 9.697 11.618 13.0966 12.266

Table 1

Dry matter yields (1985) from plots cut at 4-weekly intervals (tonnes/ha)

2.1. Example

Gains in precision achieved by the procedure fitimprove are illustrated by fitting the model

E{y) = a + br' + cx^, (2)

with p known and normally distributed errors, to the data of Table 1, where y is the yield and x
is the nitrogen fertiliser application. The data is an extract from a randomized block experiment
described more fiilly elsewhere [2,3]. Two values of p are considered: p = I and p = 1.125.
The ill-conditioning of the information matrix is apparent from the condition numbers (ratio
of largest to smallest eigenvalues) of the correlation matrix which are 153802 and 290727 for
p = I and p = 1.125 respectively. Computationally accurate parameter estimates and then-
standard errors are given in Table 2. Standard errors are based on a dispersion of = 1.407,
the residual mean square from the randomised block analysis of variance. The accuracy of the
estimates 6 and their standard errors are given in Table 3 for four fitting techniques. Die
assessments of accuracy are made by comparison with accurate values produced by Fortran
programming in quadruple precision arithmetic. The figures quoted in Table 3 are the maximum
percentage errors over the four parameters 0 = {r,b,c,a).

P = 1 P = 1.125
A

r 0.117 (0.414) 0.140 (0.707)
b -22.7 (49.5) -22.2 (67.8)
A

C -14.9 (36.9) -14.1 (45.7)
A

a 28.6 (49.7) 28.1 (68.1)

Table 2

Parameter estimates and their standard errors (in brackets)
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Fitting technique
p = 1

Mmdmum % error in

p = 1.125
Maximum % error in

A

0 s.e.(&)
A

0 s.e.(§)
(a) FITCURVE
(b) FITNONLINEAR
(C) FITIMPROVE with

NOTRANSFORM = yes

(d) FITIMPROVE with.
NOTRANSFORM = no

0.012

0.010

0.00039

0.00039

0.016

5.75

0.047

0.00048

0.071

0.00026

0.00026

14.46

0.052

0.00048

Table 3

Maximum Percentage Error in Estimating 6 and in the Standard Error of

The four fitting techniques used are:

(a) Using the fitcurve directive. For /? = 1, model (2) reduces to the standard line plus
exponential curve. All estimates and standard errors are reasonably accurate. For
p = 1.125 the model cannot be fitted by fitcurve.

(b) Using the fitnonlinear directive. Although satisfactory parameter estimates are
obtained for both p = 1 and p = 1.125 there are substantial errors in calculating their
standard errors.

(c) Using the procedure fitimprove with notransform = yes. The parameter estimates
are more accurate than using either (a) or (b). Their standard errors are reasonably
accurate.

(d) Using the proc^ure fitimprove with notransform = no (the default). All parameter
estimates and standard errors are more accurate than using either (a) or (b).

FITNONLINEAR obtains numerical estimates of the derivatives of the fitted values (the
dpjldOj) and hence standard errors of parameter estimates may be inaccurate. For instance,
with p = 1.125 the computationally accurate value for the standard error of r is 0.707, but
FITNONLINEAR produces a value of 0.604.

FITIMPROVE not only increases the accuracy of paramet^ estimation, but also improves the
accuracy of the inverse matrix , the variance-covariance matrix , and the standard errors
and correlations of the paramet^ estimates. The advantage of using notransform « no is
particularly apparent for this example where the information matrix Ig is ill-conditioned. In the
example, the estimates are calculated using the Gauss-Newton method. They may be calculated
by the Newton-Raphson method which uses the observed rather than the expected (Fisher)
information matrix by setting the option semethod to Newton-Raphson. hi this case additional
expressions are required for calculation of the second derivatives of the fitted values with
respect to the parameters.

3. Estimating Functions of Model Parameters

Explicit functions f{0) of parameters 6 are estimated by f(0) and their variance-covariance
matrix is estimated by

V,= (3)
f  de '\de)

where Vg is the variance-covariance matrix of & resulting from previously fitting a model using
FIT, FITCURVE, FITNONLINEAR Or the procedure FITIMPROVE.

When some (or all) of the functions are available only as solutions of implicit equations
2(0/(0)) = 0, then they may be estmated by the procedure ifunction which solves such
non-linear equations iteratively for f(0) and computes dfld0as the solution of

^  - 0
d0 dfd0 "
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To calculate Vf accurately, the variance-covariance matrix Vq needs to be calculated accurately.
However, when Vq is ill-conditioned this does not guarantee accuracy in Vf. One way of
achieving an accurate is first to fit the model in terms of the locally orthogonal parameters (f>
satisfying 0 = 9q + U0 obtaining estimates 0 with variance-covariance matrix V.
IFUNCTION is then used to estimate f{0) = f(9o+U4>) by f{0o+U^) and the
covariance-matrix of the functions /is estimated by

-  (^Y.

variance

^/ = (4)

As

then

d0

which, utihsing Vq = UV^U^, is algebraically equivalent to (3). However, for appropriate
choice of U such as the matrix of latent vectors of Jq, fitting the model in terms of <f> and using
(4) rather than fitting in tmns of 0 and using (3) will reduce computational errors as will
be a well-conditioned matrix.

3.1. Example

Two functions Nq (the fertiliser application to achieve maximum yield and Yq (the
corresponding yield) of the parameters 0 = {r,b,CA) are estimated. For p = UNq and Yq are
given explicitly by

Nq = log(-c/(b logr))/logr

Yq = a + c(No-l/logr)

but for general values of p, Nq is obtained by solving

z = br^»logr + cpN^^ = 0

and Yq evaluated as

Yq^ a + -¥ cNP.

Computationally accurate values of the estimates of Nq and Yq together with their standard
errors are given in Table 4. Nq and Yq are also estimated by eig^t separate techniques. For each
technique the maximum percentage error over Nq and Fq estimates of (^o'^o)
their standard errors are given in Table 5.

p = 1 p = 1.125

o o

0.551 (0.0575)

13.38 (0.879)

0.554 (0.0592)

13.39 (0.973)

Table 4

Estimates of Functions IVq, Yq and their standard errors (in brackets)
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P == 1 P = 1.125

Estimating Technique Maximum% error in Maximum% error in
A  A

NqXq s.e.(iVo,fo)
A  A

No'Yo s.e.(^o'J^o)
(e) Fit using (a), then 0.00020 38.05 — —

RFUNCTION

(f) Fit using (a), then 0.00019 0.015 — —

IFUNCTION

(g) Fit using (b), then 0.00014 20.61 — —

RFUNCTION

(h) Fit using (b), then 0.00014 8.05 0.00098 21.98
IFUNCTION

(i) Fit using (c), then 0.000011 0.038 0.000022 0.067
IFUNCTION

(j) Fit using (d), then 0.000011 0.013 0.000022 0.0099
IFUNCTION

(k) FITNONLINEAR to estimate 0.00045 2.70 0.0012 7.19
0, then IFUNCTION

(1) FITIMPROVE to estimate 0, 0.000011 0.000078 0.000011 0.000012

then IFUNCTION

Table 5

Maximum Percentage Error in Estimating Functions N^^ of
parameters and in their Standard Errors

The eight techniques are:

(e) Using fitcurve to estimate ̂ and then using rfunction to estimate N^^ Y^. This may
only be used for p = 1 and produces highly inaccurate standard errors of Nq^ Yq.

(f) Using FITCURVE to estimate 9 and then using ifunction to estimate
only be used for p = 1 and produces reasonable estimates and standard errors.

(g) Using FiTNONLiNEAR to estimate 0 and then using rfunction to estimate Nq, Tq*
may only be used for p = 1 as is not available as an explicit function of 0 = {r,b,c,d)
for p = 1.125. Highly inaccurate standard errors are produced by this technique.

(h) Using FITNONLINEAR to estimate 9 and then using ifunction to estimate Nq*
Inaccurate standard errors result from this technique.

(i) Using FiTiMPROVE with notransform - yes to estimate 9 and then using ifunction
to estimate standard errors produced by this technique are reasonably accurate
but are less accurate than (f) for p = 1.

(j) Using FITIMPROVE with notransform " no to estimate 0and then using ifunction to
estimate Nq^ Yq. The standard «rors produced are reasonably accurate (similar to (f)).

(k) Using FITNONLINEAR to estimate ̂  and then using ifunction to estimate Nq.Yq. The
standard errors are inaccurate.

(1) Using FITIMPROVE to estimate 0 and then using ifunction to estimate Nq, Tq. The
standard errors of the estimates Nq^ Yq are much more accurate than those produced by
techniques (e) to (k).

Inaccurate calculation of Vq by fitnonlinear is responsible for the inaccurate standard errors
produced by (g), (h) and (k). rfunction estimates numerically and inaccuracies in this
process are responsible for t^ inaccurate standard errors produced by (e) and (g).
Techniques (f), (h), (i) and (j) fit model (2) in terms of the parameters 0. The
variance-covariance matrix Vq is saved for use ifunction in calculating the variance-
covariance matrix of the functions Nq, Yq using (3). Techniques (k) and (/) fit the model in
terms of the locally orthogonal parameters 0 given by 0 = 0q + U<^ with given by the
estimates of 0 obtained with fitnonlinear (technique (b)). The transformation matrix U
used is the matrix of latent vectors of the information matrix obtained using fitting technique
(c). Almost identical results for (k) and (/) are obtained if the matrix of latent vectors of the
inverse matrix obtained using technique (b) is used.
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Technique (j) is accurate enough for most practical purposes. Technique (/) is more accurate
but requires additional expressions to fit the model in terms of the locally or^ogonal parameters
0. Also the extent of the differences resulting from use of techniques (j) and (/) is due to the
extent of the ill-contitioning of Ig. Technique (j) will be as good as technique (/) when Ig has
off-diagonal elements near to zero.
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