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Introduction

Multivariate analysis is useful when you have several different measurements on a set of
n objects. In Genstat the measurements would usually be stored in separate variates, and
these would have a unit for each object. The objects are often regarded as being a set of
n points in p dimensions (p being the number of variates).

Many techniques, for example principal components analysis (Chapter 2) and canonical
variates analysis (Chapter 3) are aimed at reducing the dimensionality. That is, they aim
to find a smaller number of dimensions (usually 2 or 3) that exhibit most of the variation
present in the data. This can help you determine patterns or structure in the data, as well
as identify the relative importance of individual variables. Genstat has several menus for
producing graphical representations, for example principal coordinates analysis (Chapter
4) and multidimensional scaling (Chapter 5). It also has facilities for modelling
multivariate data, including multivariate analysis of variance (Chapter 8) and partial least
squares.

Another important requirement is to take a set of units and classify them into groups
based on their observed characteristics. Hierarchical cluster analysis (Chapter 6) starts
with a set of groups each of which contains one of the units. These initial groups are
successively merged into larger groups, according to their similarity, until there is just
one group containing all the observations. Genstat also provide menus for non-
hierarchical classification (Chapter 7), where the aim is to form a single grouping of the
observations that optimizes some criterion such as the within-class dispersion, or the
Mahalanobis squared distance between the groups, or the between-group sum of squares.

Chapter 9 describes the facilities for constructing classification trees, which allow you
to predict the classification of unknown objects using multivariate observations.
Regression trees, which predict the value of a response variate from multivariate
observations are described in Chapter 10.

Finally, Chapter 11 describes how generalized Procrustes analysis can be used to obtain
a consensus from assessors in activities such as wine tasting.

The book works through a series of straightforward examples, with frequent practicals
to allow you to try the methods for yourself. The examples work mainly through the
menus of Genstat for Windows, so there is no need for prior knowledge of the Genstat
command language. Details of the commands for multivariate analysis can be found in
Chapter 6 of the Guide to the Genstat Command Language, Part 2, Statistics.
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Exploratory data analysis

Before you begin a multivariate | o serasshest politiongenn oo =)
anal SiS it iS Sensible tO Row T Town 502 Temp Manuf Pop Wind Precip | Days T Label
ysis, 1 Phoenix -78.3 213| sm2 3 7.85 36| Px -
lnvestlgate the propertles of the 2| Little Rock 13 -61 91| 132| 8.2 as.s2| 108|Lr
. 3 San Francisco 12| -s6.7| 4s53| 718| 8.7| 28.66 67| 5
data by looking at some plots e E mE mm
and Summary StatiStiCS 5 |Hartford 56| -49.1 412| 158 9| 43.37| 127|Wf
. ' 6 Wilmington ] -54 88| 8o s| 4e.25| 114|um
We llluStrate sSome Of the 7 Washington 29| -57.3| 43| 757 9.3 38.89| 111|uws
insights that can be obtained by | [ T R
examining seven Variables 10 | Atlanta 24| -61.5 368| 497| 9.1| 48.3a4| 115|aAt
. . 11/ chicago 118| -56.6| 3344| 3369 18.4| 34.44| 122|ch
recorded in 41 towns in the 12 | Tndianapslis 28| -52.3 61| 746 9.7| 38.74| 121|1n
USA, stored in the Spreadsheet |iz7= ")

file Pollution.gsh shown in
Figure 1.1:

Figure 1.1

S02 sulphur dioxide

Temp temperature in degrees Fahrenheit

Manuf number of enterprises with 20+ staff

Pop population size in thousands

Wind average annual wind speed (miles per
hour)

Precip average annual rainfall in inches

Days average number of days with rain per year

(For more details, see Everitt, 2005, An R and S-PLUS Companion to Multivariate

Analysis.)

File Edit View Run Data Spread Graphics Stats é, Example Data Sets X

New...

Open... Look for file:

Open Example Data Sets... I} | Pollution.gsh

Filter by topic:
Figure 1.2 (one) V
. . . ; _— A
This file (and the others in this b Teonen
. . Pay.ash Rates of pay and hours of work from a small company
Gulde) can be Opened USIHg the Peru.gsh Measurements for 39 Peruvian Indians
3 Pet.gsh Survey of children with pets
Example Data SetS menu (Elgure Peugeot.gsh Time required to accelerate from 0 to 60mph on Peugeot cars
1 3) You can Open thlS by PigGrowth.gsh Study of the effects of sex and diet on the growth of pigs over 1
. . Plankton.gsh Study of plankton numbers
Cthlng on the Open Example Data Pollution. gsh Pollution information from 41 towns in the USA
Sets Option of the File menu on Port.gsh Sensory evaluation of port-wines
. Portmatrices.gwb  Transposed assessor matrices
the menu bar (Flgure 1 2) Potatoes.gsh Factorial experiment of yield of potatoes G
Z il B TR G- >
cpmtas

Figure 1.3




1 Exploratory data analysis

First we open the Summary
Statistics menu by clicking on
the Summary Statistics sub-
option of the Summary Statistics
option of the Stats menu on the
menu bar (see Figure 1.4).

In the menu (Figure 1.5), we
have entered all seven variates
into the Variates box, selected
the required summary statistics
in the Options box, and checked
the Histogram and Boxplot boxes
in the Graphics box. The
resulting output is shown below,
and the plots are in Figures 1.6 -
1.19.

Stats | Teols Window Help

Summary Statistics 3 Summary Statistics...
Statistical Tests > | Summary of Circular Data...
Distributions 3 Diversity...
i i 3
Regression Analysis il
i 3
Dissic Frequency Tables...
: - ;
Analysis of Variance Simuniary Tablis..
Mixed Models (REML) 3
Multivariate Analysis k| Correlations...
Figure 1.4
.. Summary Statistics EI =
Available data: Variates:
Days
Manuf
== Pop
Precip
502
Temp
Wind
By groups: | |
Display
[IMNo. of values Minimum [ Range {masx-min)
Mo. of non-missing values Maximum Lower quartile
No. of missing values [ Varance Upper quartile
Arithmetic mean [ Standard deviation [ 5um of values (Total)
Heden More statistics...
Graphics
Histogram Boxplot |:| Stem and leaf
[ Nomal plat [] Dat higtogram
el [x Cancel Defaus
Figure 1.5

Summary statistics for Days

Number of observations =

41

Number of missing values = 0

Mean = 113.9
Median = 115
Minimum = 36
Maximum = 166
Lower quartile = 102.2
Upper quartile = 128.2
Standard deviation = 26.51

Summary statistics for Manuf

Number of observations =

41

Number of missing values = 0

Mean = 463.1
Median = 347
Minimum = 35

Maximum = 3344




4 1 Exploratory data analysis

Lower quartile = 170
Upper quartile = 488.8
Standard deviation = 563.5

Summary statistics for Pop

Number of observations = 41
Number of missing values = 0
Mean = 608.6
Median = 515
Minimum = 71
Maximum = 3369
Lower quartile = 293.5
Upper quartile = 723.8
Standard deviation = 579.1

Summary statistics for Precip

Number of observations = 41
Number of missing values = 0

Mean = 36.77
Median = 38.74

Minimum = 7.05

Maximum = 59.8
Lower quartile = 30.93
Upper quartile = 43.17
Standard deviation = 11.77

Summary statistics for SO2

Number of observations = 41
Number of missing values = 0
Mean = 30.05
Median = 26
Minimum = 8
Maximum = 110
Lower quartile = 12.75
Upper quartile = 35.25
Standard deviation = 23.47

Summary statistics for Temp

Number of observations = 41
Number of missing values = 0

Mean = -55.76

Median = -54.6

Minimum = -75.5

Maximum = -43.5
Lower quartile = -59.32
Upper quartile = -50.55

Standard deviation = 7.228



1 Exploratory data analysis

Summary statistics for Wind

Number of observations =
Number of missing values =
Mean =

Median =

Minimum

Maximum

Lower quartile =

Upper quartile =

Standard deviation =

41

0
9.444
9.3

6
12.7
8.7
10.6
1.429

File Edt View Tools Window Help

FHOR: —SEEBE SHW LKA K KN 100%

Histogram for Days

40 60 80 100 120 140 160 180

Flgure 1.6

Fie Edt View Tools Window Help

FHOR . —SEEBE GGV LN K KN 100%

Histogram for Manuf

0 500 1000 1500 2000 2500 3000 3500

Double-click on plot to editt

Figure 1.8

Fie Edt View Tools Window Help

FHOR. - BEEDH[ A M R[N RN F RN
Boxplot for Days
160
140
120
100 4
804
€0+ serque
A0 Phoer
oars

Flgure 1.7

Fie Edt View Tools Window Help

100%

FHOD S EBDY A& @[ RN F RN
Boxplot for Manuf
*Chicago
3000
2500
2000 4
xPhiadelphia
1500
1000 4 BiRlang
N é
04
Manat

<
Double-click on plot to editt

Figure 1.9
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Fie Edt View Tools Window Help
FHOR. - SEFDR 6 (R BNA K KN (] |

Histogram for Pop

0 500 1000 1500 2000 2500 3000 3500

< >

Figure 1.10

Fie Edt View Tools Window Help

FEHIR - SEEFDH W (N

100% |

Histogram for Precip

< >

Figure 1.12

Fie Edt View Tools Window Help

FEHOR. - BEEDH[ A M R[N R F RN 0 100% I

Histogram for SO2

< >

Figure 1.14

1 Exploratory data analysis

Fie Edt View Tools Window Help

FEHIR. - SEEDH A H P[RR RN 100%
Boxplot for Pop
3500
Chicago
3000 {
2500 4
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1500 4 C
1000
500
o
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<
.
Figure 1.11
File Edt View Tools Window Help
FHOR: -~ SEEDR 60BN K KN 100%
Boxplot for Precip
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Pre'ﬁ‘D
<
L
.
Figure 1.13
File Edt View Tools Window Help
FEHIR. - SEEDH[ A H P[RR RN 100%

Boxplot for SO2
xChicago
100
xProvidence
80
60
0
20

<

| e

Figure 1.15
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Fie Edt View Tools Window Help

FHOD S ED A& R[N RN K RN 100%

Histogram for Temp

<
Double-click on plot to editt

Figure 1.16

Fie Edt View Tools Window Help

FHOD S EBD A& @[ RN F KN 100%

Histogram for Wind

<
Double-click on plot to editt

Figure 1.18

Fie Edt View Tools Window Help

FH@® -

COHEEDE e R[N RN R RN 100%

Boxplot for Temp

<
Double-click on plot to editt

Figure 1.17

Fie Edt View Tools Window Help

FHOR: BB B H W (W LKA R KN 100% ]

Boxplot for Wind

104
o

<
Double-click on plot to editt

Figure 1.19

The main thing to notice in the plots and statistics show that the variables are on very
different scales —and we will need to remember this in the later multivariate analyses.

To study the inter-relationships
between the variates, we can select
the Scatter Plot Matrix option of the
Graphics menu on the menu bar. In
the resulting menu (Figure 1.20), we
just need to select the variates to
plot and click on Run. The plot is
useful for showing variates that are
positively and negatively correlated,
extreme observations and any
clusters of the units.

The pollution data are plotted in
Figure 1.21).

Data | ptions | Symbos|

Auwailable data:

Drata variates:

Draps
Manuf
Pop
Precip
502
Temp
Wind

Grouping factar:

Fun || Cancel || Defaults

Figure 1.20
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File Edit View Tools Window Help

FHIR . S EDR S a @[ RN

<

Double-click on plot to edit it

Figure 1.21

1.1 Practical

Genstat spreadsheet file Exam.gsh
(Figure 1.22) contains examination
marks for 88 students in the subjects
Mechanics, Vectors, Algebra, Analysis
and Statistics. (For details, see Mardia,
Kent and Bibby, 1979, Multivariate
Analysis, Academic Press, London.)
Print summary statistics and plot graphs
to study the data.

2
[ Spreadsheet [Exam.gsh]

Row | Mechanics | Vectors | Algebra | Analysis | Statistics

1 82 67 67 81

2 63 78 taic] 78 81

= 75 73 71 66 81

4 55 72 63 78 68

5 63 63 B5 7a 63

6 53 61 s 64 73

¥ s 51 67 65 65 63

3 59 78 B8 62 56

9 62 6a 58 62 78

18 B4 72 (==] 62 45

11 52 64 68 63 54

12 55 67 59 62 44
27 < >

Figure 1.22




2  Principal components analysis

A major problem with multivariate data is that there are generally too many variates for
you to be able to visualise the properties and inter-relationships of the data units easily.
Principal components analysis (or PCP) provides one way to overcome this “curse of
dimensionality". It aims to find linear combinations of the data variates that contain most
of the variation between the units. The combinations (or principal components) indicate
relationships between the variates, and also define planes in multi-dimensional space
where the relationships between the units can be studied effectively. We shall illustrate
this using the pollution data from Chapter 1.

The Pr|‘nC|paI Comppnents AnaIyS|S A ool Componen Piohs =
menu (Figure 2.1) is obtained by | avaiabie data: Data o be analysed:
clicking on the Principal Components e,

. . . ) . ani
line in the Multivariate Analysis Pop

. Precip
section of the Stats menu on the > ||s0z

Temp
menu bar. You first need to enter Wind
the data variates into the Data to be
analysed window. Here we have
chosen to enter all of the variates o s Fiokate laaings
K K () Sume of squares and products

except sO2, which we will be (O Variance covariance matrix

. . . (®) Comelation matrix
treating as a response variate later in
this Guide. Run Options... Save..

One important issue is to decide Bl [ e Defauls Biplat
whether to base the analysis on

sums of squares and products, or Figure 2.1
variances and covariances oOr
correlations. The first two produce essentially the same analysis (there is just a common
scaling of v(n-1) applied to the variates, to convert from sums of squares to variances).
The final setting, Correlation matrix standardizes each variate (by subtracting its mean and
dividing by its standard deviation). This can be very useful if the variates do not share a
common scale and show very different amounts of variation.

In the pollution data set, the variates are
not only on different sgales (see Chapterl), Prcipal Comporent AR =
they are of inherently different types. So we yrms
have chosen to use the correlation matrix ke ms [ Residuals
(which Genstat will calculate for us

. X Loadings [] significance tests
automatically, from the variates). _
.. . [ Scores [ scree diagram
Clicking on the Options button produces O
the Principal Components Analysis Options i 'mensmns'D
menu (Figure 2.2), which controls the Graphics
printed output from the analysis. We have [] Scatter plot matrix of principal component scores
set Display box to print Latent roots and Display labels
Loadings, we have requested a scree plot, Scree plot

and we have set the Number of dimensions
box to 6 which will give all the available | |X Cancel || Defauts
latent roots and vectors. If you choose to

Figure 2.2
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have less than the full number of dimensions, the Residuals check box can print residuals
representing the information in the dimensions that have been excluded. The Number of
dimensions setting also applies to results saved from the Principal Components Save Options
menu, which is obtained by clicking on the Save button on the Principal Components
Analysis menu.

The output is shown below.

Principal components analysis

Latent roots

1 2 3 4 5 6
2.196 1.500 1.395 0.760 0.115 0.034

Percentage variation

1 2 3 4 5 6
36.60 25.00 23.24 12.67 1.91 0.57
Trace
6.000

Latent vectors (loadings)

1 2 3 4 5
Days 0.23792 0.70777 0.09309 0.31131 0.58000
Manuf 0.61154 -0.16806 -0.27289 0.13684 -0.10204
Pop 0.57782 -0.22245 -0.35037 0.07248 0.07807
Precip -0.04081 0.62286 -0.50456 -0.17115 -0.56818
Temp 0.32965 0.12760 0.67169 0.30646 -0.55806
Wind 0.35384 0.13079 0.29725 -0.86943 0.11327
6
Days 0.02196
Manuf 0.70297
Pop -0.69464
Precip -0.06062
Temp -0.13619

Wind 0.02453




2 Principal components analysis 11

The first principal component defines the direction in which the towns exhibit the
greatest variation. The second component defines the direction with the greatest variation
of the directions orthogonal to the first component. The third component defines the
direction with the greatest variation of the directions orthogonal to the first two
components, and so on. Here, the first component contains about 37% of the variation,
and the first and second components contain about 62%.

It is often interesting to interpret the directions. Those with mainly positive or mainly
negative loadings represent “averages” while those with a mixture of signs represent
“comparisons". Here, the first component is in the direction

0.23792 X Days + 0.61154 x Manuf +0.57782 X Pop

- 0.04081 x Precip + 0.32965 X Temp + 0.35384 X Wind
and seems to represent “quality of life". The second component is

0.23792 X Days + 0.61154 x Manuf +0.57782 X Pop

- 0.04081 x Precip + 0.32965 X Temp + 0.35384 X Wind
and seems to be related to the wetness of the climate.

We have not printed the significance tests for equality of the final K roots as these
cannot be used when the analysis is based on correlations. When the analysis is based on
variances or on sums of squares, they can be useful for deciding how many roots are
needed. Asymptotically (that is, as the number of units becomes large) these have chi-
square distributions. However, this is not true for analyses based on correlations. To use
the tests, we start by testing for equality of all the roots, then all except the first, all except
the first and second, and so on, until the test is non-significant. The rationale is that, if we
are to omit the final dimension, we should also omit all dimensions that are no more
variable than that dimension.

An alternative, visual way of deciding  [& o o Vi Seee Pt =] -
how many roots are needed is to |[=@em. sssezsasmw \ 1o
examine the scree plot. The plot for the Screa Plot

pollution data, shown in Figure 2.3, 2]
shows the pattern that you would hope
to find, with a clear jump up from the
final roots (with low eigenvalues) to the
earlier roots (with larger eigenvalues).

Eigenvalue

This is more in line with the attitude \
that significance tests are not really |
relevant if you view principal I

components analysis mainly as a
descriptive technique, where the aim is
to find dimensions in which you can
most effectively study the inter-
relationships of the data units.

Double-click on plot to edit it

Figure 2.3
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Here it seems that four principal
components are needed. So, we change the

number of dimensions in the Principal [] Latent roots [] Residuals
Components Analysis Options menu to four, [ Loadings [ Significance tests
check the box to plot the principal [ | Seioni WL,
component scores, and select Label to Nomber of dmensions: [5 |

label the points. Clicking on OK here, and
then Run in the Principal Components Analysis
menu, produces the plot in Figure 2.5.

Graphics
Scatter plot matrix of principal component scores

[] Display labels |Label v |
[] Scree plot

|

Figure 2.4

File Edit View Tools Window Help
FHE®R S OB @& W[ N R RN

4 4

<

Double-click on plot to edit it

Figure 2.5

The menu uses the PCP directive, which is described in Section 6.2.1 of the Guide to the
Genstat Command Language, Part 2 Statistics.
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2.1 Principal-component biplot

Several of the multivariate analysis [Gper %

menus have a Biplot button, that | lay ot

becomes available once the analysis | (e [ Convex hu

has been run. Biplots provide a Type of axes

convenient way of assessing the Chicm i

relationships between the individual Multpler for vector loadings: [ |

observations in the analysis (here LS'N;’E ‘”“‘"“*5’5 i —

the towns), and their characteristics Oubes: [@d ]

with respect to the variables in the e i

data. () Nane (®) Identifiers (T Numbers
Clicking on the button in the Otabe: [ ]

Principal Components Analysis menu Gowing factor: [ |

opens the menu in Figure 2.6, which X = —

has options to control the labelling
of the plot, and the way in which the
variables are represented. Here we
enter the text vector Label to provide labels, and click on Run to produce the graph in
Figure 2.7.

The display plots the individuals in the space defined by the first two dimensions of the
multivariate analysis (from a PCP these will be the first two principal components). The
plot also contains an “axis” for each variable (its biplot axis) that allows you to see how
each individual's projection into this plane relates to its value for the variable concerned.
Figure 2.7 shows the default, predictive axes. These show the values of the variables that
are predicted by the projection into 2-dimensions that is defined for each point by the
analysis; essentially this is done by taking an orthogonal projection of the point onto each
the biplot axis. Genstat defines a kot point at the point for each individual. If you click
on the hot point icon at the right-hand end of the Graphics Toolbar, and then click on one
of the points, lines will be drawn from the point to the predictions. In Figure 2.7, we have
done this for Phoenix, so you can see how this differs from the other towns. The lines can
be removed again by clicking on the hot point a second time.

The angles between the biplot axes represent the correlations between the variables,
and lines in opposite directions indicate negative correlation. So here we can see that
temperature and wind have a strong negative correlation. The % variance of the principal
components show the extent to which the plot summarizes the entire data set.

Figure 2.6
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File Edit View Tools Window Help

FBHER  Sa @D & a®| B w oK

Principal components biplot (60.58%)

Precip v Fllays

—_
2
@«
—
o~
=
o
&)
o

PC-1 (38.97%)

x=-255y=-291 x=167,y=304

Figure 2.7

The alternative, interpolative axes show the values of the variables that would lead to a
point being placed at the position of the selected point on the graph. So here the point is
being predicted by the variables, rather than the variables by the point. This is done by
taking the sum of a set of vectors, one in the direction of each variable, with lengths equal
to the values of the variables for that point. To obtain interpolative axes, you should
select the Interpolative button from the Type of axes radio buttons in the Biplot menu.

The Biplot menu uses the DBEIPLOT procedure, which is described in Section 6.16.1 of
the Guide to the Genstat Command Language, Part 2 Statistics.



2.2 Practical

2.2 Practical

Genstat spreadsheet file Exam.gsh
(Figure 2.8) contains examination
marks for 88 students in the subjects
Mechanics, Vectors, Algebra, Analysis
and Statistics. (See Practical 1.1 and
Mardia, Kent and Bibby, 1979,
Multivariate Analysis, Academic Press,
London.)

Perform a principal components
analysis. How would you interpret the
directions in which the student marks
exhibit the greatest variation? How
important is Statistics in distinguishing
the abilities of the students?

Display a biplot from the analysis,

15

[ Spreadsheet [Exam.gsh] == =]
Row | Mechanics | Vectors | Algebra | Analysis | Statistics ¥
1 82 67 67 81 ("

2 63 78 iz ] 78 81

= 75 73 71 66 81

4 55 72 63 78 68

5 63 63 B5 78 63

6 53 6l 72 64 73

7 51 67 65 65 63

3 59 78 B8 62 56

9 62 ] 58 62 7a

18 B4 72 (==] 62 45

11 52 64 68 63 54

12 55 67 59 62 44
27 < > v

Figure 2.8

and use the hotpoints to see how the strongest and weakest students differ from the other

students.



3  Canonical variates analysis

Canonical variates analysis is |& Spreadsheet Irs gsh] ==
. h h . 1 -f d Row | Sepal Length | Sepal Width | Petal Length | Petal Width (] Species t
appropriate when the units are classifie 7 — s o o E— 5
into groups. The aim is to find linear 2 As . = R
R . . 3 4.7 3.2 1.3 8.2|Setosa
combinations of the data variates that 2 ae ) s o.2] setoms
represent most of the variation between - : = = =
[ 5.4 3.9 1.7 8.4 | 5etosa
the groups (rather than between the 7 a5 R 14 0.3 setoss
. .. . . . . 8 3 3.4 1.5 B.2 | Setosa
individual units, as in principal - " o — e
components analysis; Chapter 2). We = 2 = i e
. . . . 11 5.4 3.7 1.5 8.2 |setosa
illustrate the analysis using a classic = = 7 W 0.2 setosa
data set, Fisher’s Iris Data, which = - : = e
consists of measurements of sepal and | = 5.5 . 12 0.2[setosa
petal lengths and widths on iris plants of |- - = = —
three different species. This is available 1 5.1 35 14 0.3 setosa
. . 19 5.7 3.8 1.7 8.3 | Setosa
in Genstat spreadsheet Iris.gsh = = e o R ’
1 =] < > 4
(Figure 3.1).
Figure 3.1
The Canonical Variates Analysis menu oy ey =<
(Figure 3.2) is obtained by clicking on | aiabie date: Dok to be andlysed:
the Canonical Variates line in the Ses Lol
Multivariate Analysis section of the Stats Petal_Length

S| |Petal_width
menu on the menu bar. You need to

enter the data variates into the Data to be
analysed window, and the factor
defining the groups into the Grouping
factor window. Clicking on the Options Grouping factor: Species
button produces the Canonical Variates
Analysis Options menu, which controls B
the printed output from the analysis.

Run Options... Save

Cancel Defaults Biplot

Figure 3.2
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In the Options menu (Figure 3.3), we
have set the Display box to print Latent
roots, Loadings, Canonical variate means
and Distances. The Number of dimensions
box is set to 2, which is the maximum
possible here as there are only three
species of iris in the data set. If you
choose to have less than the full number
of dimensions, the Residuals check box
can print residuals representing the
information in the dimensions that have
been excluded. The Number of
dimensions setting also applies to results
saved from the Canonical Variates Save
Options menu, which is obtained by
clicking on the Save button on the
Canonical Variates Analysis menu. The
Graphics section of the menu is set to
plot the data with the first canonical
variate along the x-axis, and the second
along the y-axis.

17

Canonical Variates Options

Graphics
Latent roots [ Significance tests
Loadings Canonical variate means
[] Residuals Distances
[]5cores

Number of dmensions:

Display
Canonical variate plot
Y dimension: | 2

X dimension: 1 b

[] Display confidence regions
Shade confidence regions with transparency
Means Populations

[ =

-

Display individual points

X Cancel

LV

180

Defaults

Figure 3.3

The output from the analysis is shown below.

Canonical variate analysis

Latent roots

1 2
32.19 0.29

Percentage variation

1 2
99.12 0.88
Trace
32.48

Latent vectors (loadings)

1
0.829
1.534

-2.201

WN

0.024
2.165
-0.932
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4 -2.810 2.839

Canonical variate means

1 2
1 7.608 0.215
2 -1.825 -0.728
3 -5.783 0.513
Adjustment terms
1 2
1 -2.105 6.661
Inter-group distances
1 0.000
2 9.480 0.000
3 13.393 4.147 0.000
1 2 3

The results show that 99% of the between-group variation is in the direction of the first
canonical variate:

0.829 x Sepal-Length + 1.534 x Sepal-Width - 2.201 x Petal-Length

- 2.810 x Petal-Width
(using the coefficients in column 1 of the latent-vectors matrix). This is confirmed by the
plot in Figure 3.4.

The matrix of canonical ¥ Gesal G eer Uumamed - ol
variate means presents the [=®a SucnW[Saw WK K] o
coordinates (or scores) for each
group in the direction of each : k
canonical variate. These are S T -
adjusted so that the centroid of ; )
the points, weighted by sizes of
the groups, is at the origin. The
adjustment term for each
canonical original variates in A Iy
order to achieve this. (See Guide N
to the Genstat Command S e e A A
Language, Part 2 Section 6.3.1 [ — ‘
for more details.)

Canonical variate 2
=

Double-click on plot to edit it

Figure 3.4



3.1 Practical

Genstat spreadsheet file
Skull.gsh (Figure 3.5)
contains data on 150 male
Egyptian skulls from five
different epochs (see pages 4
and 5 of Manly, 1986,
Multivariate Statistical Methods
a Primer, Chapman & Hall,
London).

Perform a canonical variates
analysis. Plot the first two
canonical variates and study
how the skulls differ between
epochs.

3.1 Practical

19

| Spreadsheet [Skull.gsh] =N Eol =
Row l Epach MaximumBreadth ‘ BasibregmaticHeight Basiolveolarlength MasalHeight‘E
1|early predynastic 131‘ 138 89 43|~
2| Early predynastic 125} 131 92 48
3 |Early predynastic 131 132 ag 50
4 |garly predynastic 119 132 96 41
5 |Early predynastic 136 143 100 54
6 |Early predynastic 138 137 89 56
7 |Early predynastic 139 138 18 48
8| Early predynastic 125 136 a3 48
9| Early predynastic 131 134 102 51
10 | Early predynastic 134 134 a9 51
11 |Early predynastic 129 138 as 58
12 |Early predynastic 134 121 as 53
13 |Early predynastic 126 129 109 51
14 |Early predynastic 132 136 108 50
15 |Early predynastic 141 140 108 51
16 | Early predynastic 131 134 a7 54
17 | Early predynastic 135 137 103 50
18 | Early predynastic 132 133 a3 53
19 | Early predynastic 139 136 a6 58
2@ | Early predynastic 132 131 101 43
FIFl< >

Figure 3.5



4  Principal coordinates analysis

Principal coordinates analysis |4 Principsl Coordinates Analysis =] o =
differs from principal components | Avalatle date: Pssociatonmawe | |
and canonical variates analysis in Arilysis based on

(®) Similarities

that the focus is more on the data
() Disgimilarities (Distances)

units than the data variables. So the
basic input is a symmetric matrix
representing the “associations”

Form similarity matrix...

Add points
between the data units. The menu . .
(Figure 4.1) has radio buttons that n
you can use to SpeCify hOW the the = ks Cancel Defaults

associations are supplied.
Similarities are on arange from zero
(completely different) to one (absolutely identical). The alternative is to specify
dissimilarities or distance which are zero when the two units are identical. Distances d
are converted automatically to similarities s by the menu, using the transformation
s = -d

(See the Guide to the Genstat Command Language, Part 2, Section 6.10 for more
information.)

Figure 4.1

® Spreadsheet [Voting.gsh] Symmetric Matrix Diffvote E]
Row [T Name Hunt‘sandman Howard | Thompson | Frelinghuysen | Forsythe | Widnall | Roe | Helstoki | Rodino | Minish | Rinaldo | Maraziti | Daniels Patteﬂﬂ

1 | Hunt B L}

2 | Sandman 8 )

3 | Howard 15 17 ]

4 | Thompsen 15 12 9 ]

5| Frelinghuysen 18 13 16 14 -}

6| Forsythe a 13 12 12 8 [}

7 |widnall 7 12 15 13 9 7 [}

8|Roe 15 16 5 18 13 12 17| e

9| Helstoki 16 17 5 8 14 11 16| 4 [}

18| Rodino 14 15 6 8 12 10 15| 5 3 ]

11 |Minish 15 16 5 8 12 3 14| s 2 1 [}

12 |Rinaldo 16 17 4 6 12 10 15| 3 1 2 1 [}

13 |Maraziti 7 13 11 15 18 6 18| 12 13 11 12 12 8

14 |Daniels 11 12 10 18 1 6 1| 7 Z 4 5 6 9 [}

15| Patten 13 16 ¥ 7 11 18 13| 6 5 6 H 4 13 9 @
| > i
.

Figure 4.2

As an example, spreadsheet file Vvoting.gsh contains the number of times that 15
congressmen from New Jersey voted differently in 19 environmental bills (see Table 10.3
of Manly, 1986, Multivariate Statistical Methods a Primer, Chapman & Hall, London).



4 Principal coordinates analysis 21
We shall analyse these as [ Calculste = & )
similarities, and so we first use  |[12-Dffveie) /19 |
the Calculations menu to convert | ==ec= ][ ][] [2] [ and ] [eus
the differences to proportions of | Oracos 1 =[] D] [or ] [nes
times that they congressmen g:’““f <|[e][2] =] | rt || =
Calars
voted in the same way i.e. [ Matices = /=] [in | [ni | eor || st
(19-Diffvote) /19 Lities Funcions..
(see Figure 4.3). We then enter Sk e || Sy | [ Display in output
the resulting symmetric matrix, | /2ot ey seaine
Similarity, into the Al Zoce B e
Association matrix box in Figure .
& Figure 4.3
4.1.
The Principal Coordinates Analysis Options | Principal Coordinates Analysis Options *
menu (Figure 4.4) allows you to select the Display
output to display, and specify the number of Latent roots [ Residuals
dimensions to fit. Here we have chosen to [ Scores [ Centroid distances
fit only two dimensions. N e
Graphics

Scatter plot matrix of scores

Display labels |Name
* Cancel Defaults
Figure 4.4

Principal coordinates analysis

Latent roots
1 2
2.824 0.972
Percentage variation
1 2
38.22 13.15
Trace

7.389
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In interpreting the plot (Figure 4.5), it is interesting to note that congressmen Daniels,
Helstoki, Howard, Minish, Patten, Rodino, Roe and Thompson were Democrats, while
congressmen Forsythe, Frelinghuysen, Hunt, Maraziti, Rinaldo, Sandman, Widnall were
Republicans.

File Edit View Tools Window Help

FHIR CEE DR A AR RXYF RN

il r>§'?L.Iairsy'the

x Frelinghuysen

= Daniels

. = Minish
x Widnall «Rodino

X Roamiﬁgigf.i ]

xHowa
» Patten

» Thompson

= Sandman

<
Double-click on plot to edit it

Figure 4.5

4.1 Practical

Genstat spreadsheet file |® ‘Spreadsheet [Galaxy.gsh] Symmetric Matrix Galaxydist oo
. oW H
Galaxy.gsh (Figure 4.6) |“i—g > e T e e e
contains distances between ten < [EEEET E
. . 3| 1.49666 | ©.953939 @
types of Galaxy. Use principal o 20079 143178 12288 o
COOI'dinatCS analysis to I.epresent 5| 2.82237| 1.31969| 1.26095 | ©.824621 e
6| 2.31948 | 1.84662| 1.77482| 1.36382| 1.12694 -]
them ln three dlmensions 7| 2.65141| 1.96214 1.8 1.5| 1.37477| 1.42127 8
8| 2.45357 | 2.20227| 2.82731| 1.73205| 1.45945( 1.30767 | 1.208416 @
9| 2.62298 2.38747 | 2.26274 1.92873| 1.73494 | 1.72337 | 1.32288 | 1.86301 a
10| 2.92978| 1.94165| 1.96469 1.98242| 1.80831 | 1.94165| 1.87617| 1.67033 | 1.81384| @
i | 3 > gz

Figure 4.6



S5  Multidimensional scaling

Multidimensional scaling operates on a symmetric matrix which is assumed to represent
distances between a set of units. It aims to construct coordinates of points, in a defined
number of dimensions, whose distances are approximately the same as those in the
original matrix. To illustrate the analysis we will try to recreate the locations of some
British towns, based on figures for the shortest distances between each of them by road.
The data are in the Genstat spreadsheet Roaddist . gsh (Figure 5.1). This is a symmetric
matrix spreadsheet (as shown by the blanks above the diagonal).

E Spreadsheet [Roaddist.gsh] Symmetric Matrix Distances [r=e] = | s
Row i Name Aberdeen | Aberystwyth | Birmingham | Blackpool | Bournemouth | Bristol | Cardiff | Carlisle | Dover | Edinburgh | Exeter #
1| Aberdeen E =
2 | Aberystwyth 445 ]
3 | Birmingham 428 114 ]
4| Blackpool 3@8 153 123 =]
5 | Bournemouth 564 287 147 278 B
6 |Bristol 499 125 8l 284 82 e
7 | Cardiff 585 185 183 289 117 45 a8
8|Carlisle 221 224 196 87 343 277 289 L3
9 | Dover 588 292 194 312 174 282 238 389 L]
1@ | Edinburgh 125 328 292 183 439 373 385 96 462 a
11 | Exeter 569 281 157 282 82 76 121 353 248 458 @
12 | Fishguard 584 56 178 289 222 154 112 297 331 399 238
13 | Fort William 148 438 392 296 539 486 485 286 596 144 568
14 | Gloucester 468 182 56 174 99 35 56 247 191 349 111
15| Great Yarmouth 517 294 188 252 248 275 284 328 185 386 335
16 | Harwich 535 281 167 275 187 217 245 336 125 413 279
17 | Holyhead 439 111 148 141 283 286 216 231 368 333 282
18 | Inverness 1e5 486 458 343 597 539 549 262 622 158 618
19 [ John 0 Groats 232 681 574 478 724 668 688 391 747 285 744
2lv < > v
Figure 5.1
The Multidimensional Scaling menu is |4 Multidimensional Scaling [E=RE=R =
obtained by clicking on the | e Meacmaen | Outorcss |
Multidimensional Scaling line in the o

(®) Non-metric scaling (Monotone regression)

Multivariate Analysis section of the O Metric scaling (Linear regression)
Stats menu. In Figure 5.2, we have -
entered Distances as the distance e
matrix to use, and set the required Run Options... | | Save.
number of dimensions to 3. 8l (X gt i

The algorithm starts with an
initial configuration of points which
it then modifies using a method
known as steepest descent, until no further improvements are possible (see the Guide to
the Genstat Command Language, Part 2 Section 6.12). To evaluate the configuration, it
does a regression of the inter-point distances, calculated from the current configuration,
against the supplied distances. The Method setting on the menu controls whether this is
a “monotone regression” (which corresponds to what is known as non-metric scaling) or
an ordinary linear regression (corresponding to metric scaling). It then compares the fitted

Figure 5.2
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distances from the regression with the original distances using a quantity known as the
stress.

The Scaling section of the | Multidimensional Scaling Options %
Multidimensional Scaling Options Display Treatment of ties
menu (Figure 5.3) allows you to ;‘?:ar:cr::m gg:::m”ces gz::::daw
SpGCify what to dlsplay from the [ Coordinates [ Monitoring () Tertiary
analysis. Here we have asked to scsing
display the latent roots and the @ Least squares O Log-stress
coordinates. It also controls whether (O Least squares squared
the stress is calculated on a least- | number of starting configurations:
squares scale, a least-squares- Graphics
squared scale or a logarithmic scale. [ Scatter plot matrix of scores
The Treatment of ties section of the Dispiay labels
options menu allows you to vary the
way in which tied values in the | e B

supplied distances are treated. With  Figure 5.3
the Primary setting, no restrictions
are placed on the inter-point distances corresponding to tied distances. In the Secondary
setting, the inter-point distances corresponding to tied distances are required to be as
nearly equal as possible. The Tertiary setting is a compromise between the primary and
secondary approaches to ties: the block of ties corresponding to the smallest distance are
handled by the secondary method, and the remaining blocks of ties are handled by the
primary method. This is particularly useful when the supplied distance matrix contains
only a distinct values. Further information is given in the Guide to the Genstat Command
Language, Part 2 Section 6.12, which describes the MDS directive that is used by these
menus. The directive also has some additional facilities, for example the ability to try
several automatically-generated initial configurations, or to supply your own.

If we click on OK here, and on Run in the Multidimensional Scaling menu itself, Genstat
produces the output below.

Message: Default seed for random number generator used with value 33633

Multidimensional scaling

Least-squares scaling criterion

Distances fitted using monotonic regression (non-metric MDS).
Primary treatment of ties.

Coordinates

1 2 3

Name
Aberdeen -1.5498 -0.1754 -0.0455
Aberystwyth 0.3087 0.3597 -0.3365

Birmingham 0.3114 -0.0462 -0.0424
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Blackpool -0.2214 0.0591 -0.1727
Bournemouth 0.8882 -0.0407 0.2126
Bristol 0.6224 0.1741 0.0695
Cardiff 0.6422 0.3121 -0.0901
Carlisle -0.5888 0.0634 -0.0696
Dover 0.9364 -0.7146 -0.0893
Edinburgh -1.0006 -0.0158 0.0541
Exeter 0.8894 0.3092 0.3292
Fishguard 0.5061 0.5383 -0.4924
Fort William -1.4431 0.3719 0.2468
Gloucester 0.5245 0.0843 0.0032
Great Yarmouth 0.3566 -0.9353 -0.0210
Harwich 0.5698 -0.7701 0.1975
Holyhead 0.1291 0.2137 -0.7365
Inverness -1.6910 0.1129 0.2851
John O Groats -2.2088 0.1106 0.4087
Hull -0.1110 -0.4433 -0.1190
Lands End 1.2693 0.6009 0.6692
Lincoln 0.0800 -0.3966 0.0124
Liverpool -0.0530 0.1262 -0.1838
Newcastle -0.5933 -0.2389 0.0496
Plymouth 1.0069 0.4264 0.4607
Portsmouth 0.9079 -0.2205 0.1607
Sheffield 0.0046 -0.1912 -0.0319
Stranraer -0.9726 0.2432 -0.4059
Swansea 0.6916 0.3303 -0.3322
York -0.2118 -0.2478 0.0095
Latent roots

1 23.36

2 4.15

3 2.49

The Multidimensional Scaling Options menu | Multidimensional Scaling - Save Options X

has a check box to plot the coordinates (or
scores) in a scatter-plot matrix showing all
the pairs of dimensions. If you want to plot
a single pair of dimensions, you first need
to save the coordinates, using the
Multidimensional Scaling Save Options menu
(Figure 5.4) which is obtained by clicking
on the Save button on the Multidimensional
Scaling menu. Here we have asked to save
the coordinates in a matrix called
Locations, and to display these in a
spreadsheet.

Save

[ Stress
[] Distances
[ Fitted distances

Display in spreadsheet

x| @

r

Cancel

Figure 5.4
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To plot the points, we need to convert the

5 Multidimensional scaling

Convert Sheet x
rectangular matrix spreadsheet of locations Sheet fype Matrix Name:
to a vector spreadsheet, by making this the O Vemrlk [Locations_]
active window and then selecting the (®) Matric
Convert sub-option of the Sheet option of the Symmetric matrix
Spread menu on the menu bar. In the EAsnit
resulting Convert Sheet menu (Figure 5.5), ()T
we change the radio button from Matrix to Ut
Vector, and click on OK to make the change.
The columns will then be become variates,
probably with names C1, C2 and C3,
which can be used in the graphics menus in
the usual way. Cancel Help
Figure 5.5
We can then plot the points [ssere x
using the 2D Scatter Plot wizard i:; d;:s:wd e Lt
in the usual way. First we use |, ..o e e G
the initial Data menu (Figure }i [er | 2 |
5.6) to select c1 for the y- -
coordinates, and c2 for the x-
coordinates.
&l [x Cancel | Defauts
Figure 5.6
Then we select the Lines and  [sererer X
Symbols tab of the Attributes | %= Osens tneomdsimbos Koy b Yo Frame
menu (Figure 5.7), and arrange Groph [Pl 1 | [ Edtatinos s o
to label the points using the text | ™ e
Name. We also cancel the key = o :
on the Options tab. oo
Figure 5.8 shows the resulting ! (A color [ I
. : I
plot of the first two dimensions, Sy DLabets
and Figure 5.9 shows a similar Labels
plot of the first dimension o St o
against the third dimension
(showing some of the distortion
in the data from a 2-dimensional “E —

solution). Figure 5.7
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File Edit View Tools Window Help File Edit View Tools Window Help
ZHOR: S H 869 (R ENA R B[N 100% | FHOR. CHE LB H SR BN R RN 100% |
5 5
xLdnds End xLands End
104 <Plymout 104 xPlymouin
Dover PortsReulmemouhExster ek @tonsmoathover
BristEHEFe2 isgoi Cardiff xSwansea
05 xHarwich xGloUCeSter  x Fishyuard 054 xHard B AT xFishguard
xGreat Yarmouth xBirmingham  xAberystwyt *LeshiveremRberystwyth
S xHolyhead 50 xHflyhead
00 raincold Shefeld L vorpool 00 x!‘i)‘(ﬂmh,pnm
xYork  xBlackpool XYork xBlackpool
O 054 xNewcastlex Carfisle: O 054 xNewatissle
1.04 xEdinburgftranraer 1.0 4 x Edinburgh xStranraer
154 Fort Willarh 15 Fort Willam
xAberdeen " Averdeen
Inverness xInverness
2.0 4 2.0 4
xJohn O Groats xJohn O Groals,
————————— ——
40 08 06 04 -02 00 02 04 06 06 4 02 00 02 04 06 08
c2 c3

<
Double-click on plot to ecit it

<

Double-click on plot to ecit it

Figure 5.8

5.1

Genstat spreadsheet file
Galaxy.gsh (Figure 5.10)
contains distances between ten
types of Galaxy. Use
multidimensional scaling to
represent them in three
dimensions.

Practical

Figure 5.9

=
Spreadsheet [Galaxy.gsh] Symmetric Matrix Galaxydist e =R
1 2 3 4 5 6 7 E] 10| [

1 B ~

2| 1.36748 a8

3| 1.49666 | @.953939 a

4| 2.00743| 1.43178| 1.22882 [}

5| 2.82237| 1.31909| 1.26095 | ©.824621 [}

6| 2.31948| 1.84662|1.77482| 1.36382| 1.12694 a

7| 2.65141 1.96214 1.8 1.5( 1.37477 | 1.42127 a

8| 2.45357 | 2.20227|2.02731| 1.73205| 1.45945| 1.30767 | 1.20416 ]

9| 2.62298 2.38747 | 2.26274 1.92873| 1.73494 | 1.72337 | 1.32288| 1.863081 a

10| 2.92978| 1.94165| 1.96469| 1.98242| 1.8@831| 1.94165| 1.87617 | 1.67033 | 1.81384| @
=17 < 5

Figure 5.10



6  Hierarchical cluster analysis

The hierarchical cluster analysis facilities in Genstat provide ways of grouping » objects
into classes according to their similarity. It starts with a set of n clusters (or groups), each
containing a single object. These initial clusters are successively merged into larger
clusters, according to their similarity, until there is just one cluster (containing all the
objects).

We shall use a set of data concerning mean mandible measurements of various types
of modern and prehistoric dog (Higham, Kijngam & Manly, 1980, An analysis of
prehistoric canid remains from Thailand, Journal of Archaeological Science, 7, 149-165).
This data set is also discussed by Manly (1986, Multivariate Statistical Methods a
Primer, Chapman & Hall, London). The data are in the Genstat spreadsheet Dog. gsh
(Figure 6.1).

B Spreadsheet [Dog.gsh] E
Row [T type mandible breadth | mandible height | first molar length | first molar breadth | first to third molar length | first to fourth premolar length |[H
] 9.7 21 19.4 7.7 32 36.5 [~
2 |Golden jackal 8.1 16.7 18.3 4 38.3 32.9
3 |Indian wolf 13.5 27.3 26.8 18.6 41.9 48.1
4|Chinese wolf 1.5 24.3 24.5 9.3 10 24.6
5| cuen 10.7 23.5 21.4 8.5 28.8 37.6
6 |Dingo 9.6 22.6 21.1 8.3 34.4 43.1
7 |Prehistoric dog 18.3 22.1 19.1 8.1 32.3 35
[ 21/ ] < > =
Figure 6.1
The Hierarchical Cluster Analysis menu is | 4. Hierarchical Cluster Analysis l=] ® [
: : : . . Awvailable data: Data format
Obtalned by CIICklng on the HIerarChlcaI dogmat (®) Similarties () Dissimilarities / distances
llne m the CIUSter AnaIySiS SubSCCtIOH m Use sguare roct transform
the Multivariate Analysis section of the Smilaty matx

Stats menu on the menu bar. If you have
already formed a similarity matrix, or a vt B -
distance matrix or a dissimilarity

Options...

Form similarity matrix...

matrix, you can enter its name straight = < b
into the Similarity matrix field in the menu

(Figure 6.2). With a distance matrix, Figure 6.2

you would usually check the Use square

root transform box.

Alternatively, you can click T ——
on the Form Similarity Matrix | avsisedete: e e
button and use the Form Similarity Egtﬂolfou:rﬂ - Fistmolarbreadih euchilean
Matrix menu (Figure 6.3). The |[m&fimta™ s e
names of the variates need to be e e e
entered into the Data values Eucidean v| | mandible_height cuclidean
window, and you need to define < >
a name (here dogmat) for the | tameoinenmanc S
resulting symmetric matrix. You | ™™ Sty et
must also select the way in | ®l= % | [[Ee || T

which the similarities are to be

Figure 6.3
calculated from each wvariate.
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Here we have chosen the default type to be “euclidean”, which uses the geometric
distance between the points representing each pair of objects. (A formal definition of this,
and the other possibilities is in the Guide to the Genstat Command Language, Part 2,
Section 6.1.2, where it describes the METHOD option of the FSTMILARITY directive, used
by the menu.) You can change the types of individual data variables by double-clicking
on their lines in the right-hand box. Finally, you can specify a vector (here the text called
type from the first column of the spreadsheet) to label rows and columns of the matrix.
When you click Run, the name of the matrix is automatically entered into the Similarity
matrix field in the Hierarchical Cluster Analysis menu.

The Method field in the Hierarchical Cluster Analysis menu (Figure 6.2) contains a drop-
down list box to specify the method of clustering to use. These differ according to the
way in which they define the similarity between clusters containing more than one object:

Single link defines the similarity to be the maximum
similarity between any pair of objects (taken one
from each cluster);

Nearest neighbour 1s a synonym for Single link;

Complete link defines the similarity between two clusters as the
minimum similarity between any pair of objects;

Furthest neighbour is a synonym for Complete link;

Average link defines the similarity, between a cluster and a new

cluster formed by merging two clusters, as the
average of the similarities with each of the original

clusters;
Group average is similar to Average link, except that the average is
over all the objects in the two merging clusters;
Median sorting if we regard the clusters as points ina

multidimensional space, when two clusters join
the new cluster is represented by the midpoint of
the original cluster points.

Output from the analysis is controlled by  [[iarchical Cluster Analysis Options »;
the Hierarchical Cluster Analysis Options Display
menu (Figure 6.4). For the dog example, £ Dendrogram [ Nearest neighbours
we Wlll SImply print’ and plot’ the Amalgamations [] Typical elements
dendrogram. This displays the points at | [IMnmum spamingtree L 1M yesmin
which the various clusters combine, | Graehics

: . . Plot ordinati d mini ing t
allowing you to assess the relationships L% sekekon e weanG s

between the objects. If you specify a Pld;;::f':n"; o

threshold in the Forming groups field of the s L .
options menu, Genstat will form a factor aiai @Hotzontdl O Vetical
grouping all the objects that have been | i v o

combined into a single cluster at that level Ak ]

of similarity. You can arrange to save the i
factor using the Hierarchical Cluster Analysis
Save Options menu, obtained by clickingon | 'x Cancel | | Defaus
the Save button in the Hierarchical Cluster
Analysis menu (Figure 6.2).

Figure 6.4
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Single linkage cluster analysis

Dendrogram

** Levels 100.0 90.0

Modern dog 1

Prehistoric dog 7 L)

Cuon 5 ) ..

Dingo 6 .... )

Golden jackal 2 ..., )

Chinese wolf 4 ..., )

Indian wolf 3 ..., ) I,

The dendrogram for the dogs, printed | Esmssmstom

- File Edit View Tools Window Help

above and plotted (with better |2H@®. -SdcsFoa=w:

v 120%

resolution) in Figure 6.5, shows that
the modern and prehistoric dogs are

most closely related, and that both of N :}*
these are related to the Cuon and to -

the Dingo and Golden jackal. The e -
Indian and Chinese wolves are |

related to each other more than any
of the other dogs, but the similarity is

Golden jackal -

not close. —
1.;]0 0.;5 U‘IQG O,I94 U‘I92
R(Eady :
Figure 6.5
Bootstrapping provides a way to assess | Bostsisap Hierarchical Cluster Analysis X
the reliability of the clustering. Does a Btay ] ety
. . Number of data vectors i le: |6 [ Cluste
cluster rely on just a few of the variables, or e o o
. ! Number of samples: 100 Dend
does it have wider support? Once you have wian ] e
. Randomizati d: o Graphics
run the cluster analysis, you can open the e et
. . i Minimum similarity for forming dusters: 2l
Bootstrap Hierarchical Cluster Analysis menu :|U & tereodam
(Figure 6.6) by clicking the Bootstrap button
in the Hierarchical Cluster Analysis menu. save
This takes a sample, with replacement, from [l
the available variables. It forms a similarity L] Cluste repication
n’latriX U.Slng the same Settlngs as 11’1 the Display in spreadsheet Display in dusters in single sheet
original analysis. It then does a cluster | X Concel | | Defauts

analysis, and records whether each of the

Fi 6.6
original clusters is included. e




Here we have left the default,
which will form samples with the
same number of variables as in the
original analysis (6). We shall take
100 bootstrap samples, with seed
zero meaning that Genstat will
choose the seed for the random
numbers automatically. As we have
not used any random numbers earlier
in this run, Genstat will initialise the
random number generator from the
system clock. Different seeds will
give different results. So you should
remember the seed (and enter it into
the Randomization seed box), if you
want to redo the bootstrapping and
obtain same results in future.

The box for the Minimum similarity

6 Hierarchical cluster analysis 31
[l Genstat Graphics Viewer - Unnamed 1 - [} X
File Edit View Tools Window Help
FEHOBRD S PR OS & R[N ] 120%

Modemn dog
97
Prehistoric dog = 54
Cuon 60
Dingo 72
Golden jackal 100
Chiny wolf
64
Indian wolf
T T T T T
1.00 0.98 0.96 0.94 0.92
[Ready.
Figure 6.7

for forming clusters allows you to

ignore clusters that have low similarities. In our example, as all the clusters have a
similarity greater than 0.9 (see Figure 6.5), it seems unnecessary to change this from the
default of zero. We have chosen to print the clusters (with their replications over the
samples), and to add these to the dendrogram, as shown in Figure 6.7. You can see that
the cluster of modern dog with prehistoric dog occurs in almost all of the samples (97 out
of 100), but the inclusion of Cuon has less support (only 54 samples).

Message: Default seed for random number generator used with value 955562

Clusters

Replication 97 64

Cluster { {
Modern dog Indian wolf
Prehistoric dog Chinese wolf
} }

Replication 72 100

Cluster { {
Modern dog Modern dog
Golden jackal Golden jackal
Cuon Indian wolf
Dingo Chinese wolf
Prehistoric dog Cuon
} Dingo

Prehistoric dog

}

54

{

Modern dog
Cuon
Prehistoric dog

60

{

Modern dog
Cuon

Dingo
Prehistoric dog

}
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6.1 Practical

Genstat spreadsheet file |E (Gobletgsh] = e

. Row “’ Label | MouthWwidth | OverallWidth | OverallHeight | LowerStemwidth UpperstemiWidth StemHeight §

Goblet.gsh (Flgure 68) :[8 13 21 2 14 7 8|[~
. 22 14 14 24 19 5 9
contains data on 25 goblets from 35 s B z 2 : =
prehistoric sites in Thailand (see b . S m - i :
page 147 of Manly, 1986, | 37 - 3 = T I
Multivariate Statistical Methods i = = = = . :
a Primer, Chapman & Hall, T & £ & 4 ” 8
. . 1111 12 20 25 18 5 12

London). Perform a principal B E a = 5 : .

components analysis to study
the relationships between the
goblets. Then perform a cluster analysis of the goblets. How does the dendrogram reflect
the closeness of the goblets in the principal-component plot?

Figure 6.8



7  Non-hierarchical cluster analysis

Non-hierarchical cluster analysis aims to find a single grouping of a set of n objects by
optimizing a criterion, for example by maximizing the between-group sum of squares.
Other criteria in Genstat include maximizing the total between-groups Mahalanobis
distance, minimizing the within-class dispersion or a criterion known as maximal
predictive classification, which is designed specifically for binary data. For full
definitions, see the Guide to the Genstat Command Language, Part 2 Section 6.20. This
form of clustering includes the technique known as K-means clustering, where the
criterion is usually the within-class dispersion.

To illustrate the menus we shall use some measurements taken on 30 bronze brooches
(Doran & Hodson, 1975, Mathematics and Computers in Archaeology, Edinburgh
University Press, Table 9.1). These are stored in Genstat spreadsheet Brooch.gsh
(Figure 7.1).

| Spreadsheet [Brooch.gsh] =8
Row T Label Foot length | Bow height | Coil diameter | Element diameter | Bow width | Bow thickness | Length t
1|389 93 24 16 13 3.5 3.5 114 i~
2 (615 21 7 6 2 3.5 1.7 35
3|125 33 15 7 3.9 3.2 68
4812 23 26 9 12 6.2 7.7 74
5(798 28 23 7 3 7.7 5.2 4
6| 673 27 15 7 3 3a7 3.5 55
7 | Thames 18 16 9 7 6.1 4.1 45
8| 643 15 18 18 5 FoH Feo 48
9391 31 13 5 17.6 1.4 54
1@ | 398 19 17 6 6 G 6.6 34
z2{Jv] < > :
Figure 7.1

Before doing the cluster analysis, to counteract skewness in the variables, we transform
each column of measurements x to loglO(x+1). This can be done using the Calculate
menu in the usual way. Alternatively, to save time, the transformed data are available in
spreadsheet Logbrooch.gsh.

To obtain the Non-hierarchical Cluster [ G am e Cluster Analyse =)o s
Analysis menu you click on the Non- | Avisble data: Data for clustering:
. . . . . Bow_height E
hierarchical line in the Cluster Analysis | Figieiis Bow_height
. . . . . Bow width Bow_th_lckness
subsection in the Multivariate Analysis | [ ik
. SRR = Coll_dlamelter
section of the Stats menu on the menu - E;Telgn—;fmmf
bar. Length
Figure 7.2 shows the menu set to use
all the measurements to form four o
. th b tw f Criterion: Between-group sum of squares ~
groups usmg : e between-group sum o e P
squares criterion.
Run Optionz... Store...
. [ Cancel Defaults

Figure 7.2
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The Non-hierarchical Cluster Analysis Options menu (Figure 7.3) controls the way in
which the search for the best grouping is carried out, and the output that is produced.

In Figure 7.3, we have asked | Men-hierarchical Cluster Analysis Options e
Genstat to form the initial Display
classification by ﬁndlng the fOU.I' [ Criterion value [ Typical value for each class
objects that are furthest apart in the 7- | ECessfied data EA Optimum classfication

. . Display values from initial classification
dimensional space defined by the

measurements, using these objects as
the “cores” of the initial groups, and
allocating the other objects to the
group with the nearest core. (Note:
this is feasible only if the number of
groups does not exceed the number of
variates.) The Between-group
interchanges box controls how Genstat | | % ki il
generates new groupings from the Figure 7.3
initial classification. Here we are
allowing objects both to be swapped between groups, and to be transferred from group
to group. The setting Swap only would constrain the group sizes to remain the same
throughout the search (which might be useful, for example, if you wanted groups of equal
sizes, and chosen the Equal-sized groups, by unit order option for the Initial classification), and
the setting Fix at initial configuration makes no changes.

You can arrange to store the final | Nen-hierarchical Cluster Analysis Store Options
classification by using the Non-hierarchical Save
Cluster Analysis Store Options menu (Figure 7.4), el Grouping b [Cosficaion |
which is obtained by clicking on the Store L ¥esdon '
button in the Non-hierarchical Cluster Analysis
menu (Figure 7.2). To save the a factor defining

Initial classfication
(") Equal-sized groups, by unit order
(®) Automatic, by distance

Between-group Interchanges
(®) Transfer and swap

(") Swap only ffixed group sizes)
() Fix at initial classfication

Predictors

[] Display in spreadsheet

the groups, you check the Grouping box, and X Cancel
type the name of a factor into the In box.
Output from the clustering shown below. Figure 7.4

Non-hierarchical clustering
Sums of squares criterion

Initial classification

Number of classes = 4

Class contributions to criterion

1 2 3 4
0.5471 0.2434 1.4189 0.3416
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Criterion value = 2.55101

Classification of units

Unit 1 2 3 4 5 6
Group 1 4 3 3 3 4

Unit 11 12 13 14 15 16
Group 1 1 2 3 3 3

Unit 21 22 23 24 25 26
Group 1 2 2 3 3 3

Class mean values

Bow_height Bow_thickness

1 1.303 0.768
2 1.217 0.514
3 1.243 0.728
4 1.112 0.564

Element_diameter Foot_length
1 0.992 1.819
2 0.756 1.402
3 0.959 1.298
4 0.540 1.259

Units rearranged into class order

Group 1

Bow_height Bow_thickness

Unit
1 1.398 0.653
11 1.380 0.833
12 1.255 0.756
21 1.204 0.724
30 1.279 0.875
Element_diameter Foot_length

Unit
1 1.146 1.973
11 1.176 1.623
12 0.954 1.681
21 1.079 1.978
30 0.602 1.839

Group 2

Bow_height Bow_thickness

Unit
9 1.146 0.380
13 1.204 0.690

19 1.279 0.519

Bow_width
0.828
1.102
0.818
0.619

Length
1.994
1.710
1.674
1.623

Bow_width

0.653
0.919
0.833
0.724
1.013

Length

2.061
1.857
1.898
211
2.045

Bow_width
1.270

1.104
0.959

35

9 10
2 3
19 20
2 3
29 30
3 1

Coil_diameter
1.093
0.899
0.912
0.874

Coil_diameter

1.230
1.079
1.041
1.114
1.000

Coil_diameter

0.903
0.845
1.000
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22 1.279 0.602 0.991 0.903
23 1.176 0.380 1.185 0.845
Element_diameter Foot_length Length
Unit
9 0.778 1.505 1.740
13 0.845 1.477 1.681
19 0.778 1.342 1.699
22 0.778 1.362 1.778
23 0.602 1.322 1.653
Group 3
Bow_height Bow_thickness Bow_width Coil_diameter
Unit
3 1.204 0.623 0.690 0.903
4 1.431 0.940 0.857 1.000
5 1.380 0.792 0.940 0.903
7 1.230 0.708 0.851 1.000
8 1.279 0.653 0.653 1.041
10 1.255 0.881 1.009 0.845
14 1.146 0.568 0.792 0.845
15 1.204 0.763 0.756 0.778
16 1.230 0.653 0.785 0.903
17 1.204 0.681 0.813 0.903
18 1.146 0.732 0.732 0.778
20 1.255 0.556 0.544 1.041
24 1.204 0.748 0.778 0.903
25 1.362 0.869 0.892 1.000
26 1.204 0.699 0.964 1.041
29 1.146 0.778 1.025 0.699
Element_diameter Foot_length Length
Unit
3 0.954 1.531 1.785
4 1.114 1.380 1.875
5 0.954 1.322 1.839
7 0.903 1.041 1.663
8 0.778 1.204 1.613
10 0.845 1.301 1.602
14 1.041 1.380 1.623
15 1.114 1.322 1.591
16 0.954 1.255 1.653
17 0.845 1.322 1.708
18 1.041 1.322 1.568
20 0.954 1.462 1.732
24 1.146 1.362 1.681
25 1.000 1.114 1.663
26 1.000 1.447 1.732
29 0.699 1.000 1.462
Group 4
Bow_height Bow_thickness Bow_width Coil_diameter
Unit
2 0.9031 0.4314 0.6532 0.8451
6 1.2041 0.6532 0.6721 0.9031
27 1.3010 0.6532 0.6721 0.9031
28 1.0414 0.5185 0.4771 0.8451

Element_diameter Foot_length Length



Unit
2

6
27
28
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0.4771
0.6021
0.6021
0.4771

Optimum classification

Number of classes = 4

Class contributions to criterion

1
0.5471

Criterion value = 2.50611

2
0.2434

Classification of units

Unit 1
Group 1
Unit 11
Group 1
Unit 21
Group 1

Class mean values

AWON -

Bow_height
1.303
1.217
1.247
1.146

Element_diameter

AWON -

0.992
0.756
0.991
0.606

1.3424
1.4472
1.2041
1.0414

3

0.9901

5 6
3 4
15 16
3 3
25 26
3 3

Bow_thickness
0.768
0.514
0.730
0.615

Foot_length
1.819
1.402
1.326
1.207

Units rearranged into class order

Group 1
Unit
11

12
21

Bow_height

1.398
1.380
1.255
1.204

Bow_thickness

0.653
0.833
0.756
0.724

1.5563
1.7482
1.7559
1.4314

0.7254

Bow_width
0.828
1.102
0.815
0.692

Length
1.994
1.710
1.694
1.594

Bow_width

0.653
0.919
0.833
0.724

37

9 10
2 3
19 20
2 3
29 30
4 1

Coil_diameter
1.093
0.899
0.917
0.873

Coil_diameter

1.230
1.079
1.041
1.114
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Group 2

Group 3
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30 1.279 0.875 1.013
Element_diameter Foot_length Length

Unit
1 1.146 1.973 2.061
11 1.176 1.623 1.857
12 0.954 1.681 1.898
21 1.079 1.978 2111
30 0.602 1.839 2.045
Bow_height Bow_thickness Bow_width

Unit
9 1.146 0.380 1.270
13 1.204 0.690 1.104
19 1.279 0.519 0.959
22 1.279 0.602 0.991
23 1.176 0.380 1.185
Element_diameter Foot_length Length

Unit
9 0.778 1.505 1.740
13 0.845 1.477 1.681
19 0.778 1.342 1.699
22 0.778 1.362 1.778
23 0.602 1.322 1.653
Bow_height Bow_thickness Bow_width

Unit
3 1.204 0.623 0.690
4 1.431 0.940 0.857
5 1.380 0.792 0.940
7 1.230 0.708 0.851
10 1.255 0.881 1.009
14 1.146 0.568 0.792
15 1.204 0.763 0.756
16 1.230 0.653 0.785
17 1.204 0.681 0.813
18 1.146 0.732 0.732
20 1.255 0.556 0.544
24 1.204 0.748 0.778
25 1.362 0.869 0.892
26 1.204 0.699 0.964
Element_diameter Foot_length Length

Unit
3 0.954 1.531 1.785
4 1.114 1.380 1.875
5 0.954 1.322 1.839
7 0.903 1.041 1.663
10 0.845 1.301 1.602
14 1.041 1.380 1.623
15 1.114 1.322 1.591
16 0.954 1.255 1.653
17 0.845 1.322 1.708
18 1.041 1.322 1.568
20 0.954 1.462 1.732

24 1.146 1.362 1.681

1.000

Coil_diameter

0.903
0.845
1.000
0.903
0.845

Coil_diameter

0.903
1.000
0.903
1.000
0.845
0.845
0.778
0.903
0.903
0.778
1.041
0.903
1.000
1.041
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25 1.000 1.114 1.663
26 1.000 1.447 1.732
Group 4
Bow_height Bow_thickness Bow_width Coil_diameter
Unit
2 0.9031 0.4314 0.6532 0.8451
6 1.2041 0.6532 0.6721 0.9031
8 1.2788 0.6532 0.6532 1.0414
27 1.3010 0.6532 0.6721 0.9031
28 1.0414 0.5185 0.4771 0.8451
29 1.1461 0.7782 1.0253 0.6990
Element_diameter Foot_length Length
Unit
2 0.4771 1.3424 1.5563
6 0.6021 1.4472 1.7482
8 0.7782 1.2041 1.6128
27 0.6021 1.2041 1.7559
28 0.4771 1.0414 1.4314
29 0.6990 1.0000 1.4624

The output gives details of the initial classification and of the final (optimal)
classification, showing the criterion value, how the objects are allocated to the groups and
the mean values of the measurements in each group. In this example, the initial
classification has been very successful. The optimum classification differs only in that
the eighth object has been transferred from group 3 to group 4, and the 29th object from
group 4 to group 3.

7.1 Practical

Genstat  spreadsheet A1l B g e T oespe | et pesmaee g |
Goblet.gsh (Figure 7.5)

contains data on 25 goblets from
prehistoric sites in Thailand (see
page 147 of Manly, 1986,
Multivariate Statistical Methods & L 2 = 2
a Primer, Chapman & Hall, = i = 7 D
London). Perform a non- B s a s s
hierarchical classification into '

five groups. How does this
compare with the dendrogram produced in Practical 6.1?

=

13 21 23 14

11 14 24 19

13 23 24 20

i

17 18 16 16

e e

wlw|yle|y|le|o|8|F|a|luly

13 20 16 16

12 20 24 17

12 19 22 16

w|v|o|n|s|w[w|m
|~ o || s m

12 ] 25 15

e =
M A R S A

Figure 7.5



8  Multivariate analysis of variance

Multivariate analysis of variance can be viewed as the extension of ordinary analysis of
variance (as in Chapter 6) to handle several response variates at once. So, for example,
instead of making assumptions of Normality for the residuals from a single response
variate, we are now assuming multivariate Normality of residuals from several response
variates.

We illustrate the analysis
: . 5 dsheet .gsh : -El -
using data from an experiment = i e = E(:ﬂ
| . row | sex !Tenrper‘atur‘e Tumourieight | FinalWweight | Initialweight ||}
to investigate sex and 1| male a .24 16.51 18.15 ||
temperature effects on the 2|pale g 0.32 13.5 15.68
. 3| Male 4 @.2 19.84 19.54
growth of tumours in rats (see
N 4| Female 4 8.16 19.49 15.15
page 143 of Chatfield & Collins, 5| Female 2 0.7 19.81 18.35
1986, Introduction to 6| Femele 4 0.22 19.44 20.68
. . . 7 |Mal 28 8.33 23.3 21.27
Multivariate Analysis, Chapman =
8| Male 28 B8.45 22.3 1%.57
and Hall, London). Three rats of 5| male 2 0.3 15.05 20.15
each sex were reared in each of - = o = whi by
d il 4
three temperatures (4, 20 and - ‘

34). There was no blocking (i.e. Figure 8.1

this is a completely randomized

design). The weights of the rats were measured (prior to sub-cutaneous seeding of the
tumours). The response variates, taken at the end of the experiment, are the tumour
weight and the final weight (excluding the tumour). The data are available in spreadsheet
Tumour .gsh (Figure 8.28).

Thg MANQVA menu (Figure A MANGVA =] ® e
8.2) is obtained by clicking on | Avaiabe date: Data:
the MANOVA line in the | Tomourtig

Multivariate Analysis section of
the Stats menu on the menu bar.

In Figure 8.2, we have
specified a treatment structure

Operators: Treatment structure: |se; * Temperature |
of Sex*Temperature, to fit |[ A | Bock suctire: | |
the main effects of sex and |F i friiaWeight |
temperature, and their |[. e i
interaction (see Section 6.6). o o | (oo | Todeas

There is no block structure but
we want to treat the variate Fjgure 8.2

InitialWeight asacovariate

(so we check the Covariates box, and enter its name into the adjacent field). Covariates
are included in the treatment model like variates in a linear regression. So, Genstat
estimates a regression coefficient for them, and adjusts the other estimates and sums of
squares to take account of their presence in the model (see Guide to the Genstat
Command Language, Part 2 Section 4.3).




8 Multivariate analysis of variance

The MANOVA Options menu, shown in
Figure 8.30, allows you to control the
output from the multivariate analysis, and
also to display output from the univariate
anova’s of the individual response variates.

41
MANOVA Options x
Display output from MANOVA
Tests

[ sums of squares & product matrices

Display output from univariate analyses

Here we have asked j}lst t.o print the Yarious Eﬁ::zn giﬁduals
tests from the multivariate analysis, and [ Effects W
omitted the sums and squares and products [IMeans

ofthe treatment effects and residuals (which [ JRandom permutation test
are involved in calculating the tests).

The output, shown below, indicates that
there are sex and temperature effects, but no

interaction and no effect of the covariate.

< Mone =

x Cancel
Figure 8.3
Multivariate analysis of covariance
Y-variates: FinalWt, TumourWt.
Covariate: InitWt.
Test statistics
Term d.f. Wilks' lambda RaoF n.d.f. d.d.f. F prob.
Sex 1 0.3485 9.35 2 10 0.005
Temperature 2 0.3269 3.75 4 20 0.020
Sex.Temperature 2 0.7830 0.65 4 20 0.633
Covariate 1 0.8219 1.08 2 10 0.375
Term d.f. Pillai-Bartlett Roy's maximum Lawley-Hotelling
trace root test trace
Sex 1 0.6515 0.6515 1.8697
Temperature 2 0.8477 0.4949 1.5249
Sex.Temperature 2 0.2278 0.1605 0.2634
Covariate 1 0.1781 0.1781 0.2167

The analysis uses the MANOVA procedure (see Guide to the Genstat Command Language,
Part 2 Section 6.6.1). This uses the ANOVA directive, which requires the design to be
balanced (see Section 6.7 or Guide to the Genstat Command Language, Part 2 Section
4.7). For unbalanced data, you can use the RMULTIVARIATE procedure, but this is not
currently accessible through the menus.
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8.1 Practical

Genstat spreadsheet file
Skull.gsh (Figure 8.4)
contains data on 150 male
Egyptian skulls from five
different epochs (see Practical
3.1 and pages 4 and 5 of Manly,
1986, Multivariate Statistical
Methods a Primer, Chapman &
Hall, London). Perform a
multivariate analysis of
variance. Are there any epoch
differences?

A Spreadsheet [Skull.gsh] =N N~
Row ! Epoch MaximumBreadth | BasibregmaticHeight | Basiolveolarlength | NasalHeight ||¥
131 138 89 a9 ||~
2 |Early predynastic 125 131 92 48
3 |Early predynastic 131 132 99 50
4| early predynastic 119 132 96 a4
5 |Early predynastic 136 143 100 54
6 |Early predynastic 138 137 89 56
7 |Early predynastic 139 130 108 48
8 |Early predynastic 125 136 93 48
9 |early predynastic 131 134 102 51
10 | Early predynastic 134 134 99 51
11 |Early predynastic 129 138 95 50
12 |Early predynastic 134 121 95 53
13 |Early predynastic 126 129 109 51
14 |Early predynastic 132 136 100 50
15 |Early predynastic 141 148 108 51
16 | Early predynastic 131 134 a7 54
17 |Early predynastic 135 137 103 58
18 |Early predynastic 132 133 93 53
19| Early predynastic 139 136 96 56
28 | Early predynastic 132 131 101 29,
21171 ¢ 2 4

Figure 8.4




9 Classification trees

A classification tree is a device for predicting (or identifying) the class to which an
unidentified object belongs. The starting point is a sample of objects from the various
classes. Measurement recorded on the sample may be either continuous (supplied in
variates) or discrete (supplied in factors). Below we shall illustrate the methods using the
iris data from Chapter 3, where the data were all continuous (see Figure 3.1).

The Classification Tree menu (Figure 9.1) is in the Trees sub-option of the Multivariate
Analysis option of the Stats menu on the menu bar.

In Figure 9.1, we have specified

Species as the name of the factor %;j:::;jmme Gops  [Specis [=]®
defining the groups to be predicted, and | |ped-feng s [ret Lo
entered the names of all the |EEgi — G W,
measurements into the X-variates box. || > Sepal_Wiidth
The Save Tree in box allows you to
specify a name for the tree structure that
Genstat will generate to represent the Savetrein:  [fisTree
classification tree. If you do not do this, Run | | Options. | Fusherout
Genstat will use its own private name, el [x B
but you will not find it easy to use the
tree outside the menus. Here we have Figure 9.1
specified the name TrisTree.
The tree progressively splits the o e oo X

objects into subsets based on their Display
values for the measurements. [ Bracketed [ Labelled diagram
Construction starts at a node known as [ Details (] Numbered diagram
the root, which contains all of the []Graph L] Sty

Indented [] Monitaring

objects. A factor or variate is chosen to

use there that “best” SplitS the Mumber Individuals to stop splitting:

individuals into two subsets. For | []%vanablefactorlevels ordered

example, in the tree for the irises, the (h;agi:?i omation ’g'z:::m{amr
first division is done by seeing whether | ... Coseror mprovemert () Class number

the petal lengths are less than or greater () Reciprocal entropy
then 2.450 (see the output below). The

tree is then extended to contain two new e Cancel i

nodes, one for each of the subsets, and  Fjgyre 9.2

factors or variates are selected for use at

each of these nodes to subdivide the subsets further. The process stops when either no
factor or variate provides any additional information, or the subset contains individuals
all from the same group, or the subset contains fewer individuals than a limit specified
by the Number of items to stop splitting field of the Classification Tree Options menu (Figure
9.2). The nodes where the construction ends are known as terminal nodes.

Factors may have either ordered or unordered levels, according to whether or not the
X-Variable factor levels ordered box is checked. For example, a factor called Temperature
with levels 5, 10 and 20 would usually be treated as having ordered levels, whereas levels
labelled 'London', 'Moscow', 'New York', 'Ottawa' and 'Paris' of a factor
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called Town would be regarded as unordered. For unordered factors, all possible ways of
dividing the levels into two sets are tried. With variates or ordered factors with more than
2 levels, a suitable value p is found to partition the individuals into those with values less
than or greater than p. The radio buttons in the Method and Anti-end-cut-factor boxes in the
Classification Tree Options menu allow you to choose how to assess the potential splits:
whether to use Gini information or mean posterior improvement, and whether to use
adaptive anti-end-cut factors. Details are given in the Guide to the Genstat Command
Language, Part 2 Section 6.21.1.

The Display box of the Classification Tree Options menu (Figure 9.2) is set to print the
tree only in “indented” format. This is a representation analogous to those used to display
botanical trees. In the iris output, printed below, the first variable to examine is
Petal Length. If this is less than 2.450, the iris specimen is identified as Sefosa.
Otherwise you progress to index 2, and examine Petal Width. So, a specimen of
Versicolor might be identified by the sequence: (1) Petal Length > 2.450; (2)
pPetal Width < 1.750; (3) Petal Length > 4.950; (5) pPetal wWidth > 1.550
Versicolor. Notice that the same variable can be used several times as the observed
characteristics are refined on the way to an identification.

1 Petal_Length<2.450 Setosa

1 Petal_Length>2.450 2

2 Petal_Width<1.750 3

3 Petal_Length<4.950 4

4 Petal_Width<1.650 Versicolor
4 Petal_Width>1.650 Virginica
3 Petal_Length>4.950 5

5 Petal_Width<1.550 Virginica
5 Petal_Width>1.550 Versicolor
2 Petal_Width>1.750 6

6 Petal_Length<4.850 Virginica
6 Petal_Length>4.850 Virginica

Generally the construction of a classification tree will result in over-fitting. That is, it will
form a tree that keeps selecting factors or variates to subdivide the individuals beyond the
point that can be justified statistically. The solution is to prune the tree to remove the
uninformative sub-branches. The pruning uses accuracy figures, which are stored for
each node of the tree. The tree also stores a prediction for each node, which corresponds
to the group with most individuals at the node. For each node of a classification tree, the
accuracy is the number of misclassified individuals at the node, divided by the total
number of individuals in the data set. It thus measures the “impurity” of the subset at that
node (how far it is from it from being homogeneous i.e. having individuals all from a
single group).
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You can prune the tree using the Tree
Pruning menu (Figure 9.3), which is
accessible from Tree subsection in the
Multivariate Analysis section of the menu
bar or by clicking on the Prune button
on the Classification Tree menu. As we
have loaded the menu from the
Classification Tree menu, Genstat has
filled in the name of the tree
automatically.

In the Display box, we have asked for
the relationship between the impurity
and the number of terminal nodes to be
presented in a graph (Figure 9.4) and a
table (below).

The table and graph show that the
impurity of the pruned trees drops
rapidly as the number of terminal nodes
increases from one up to three, but then
tails off more slowly. This suggests that
we should prune down to three terminal
nodes, but no further. This tree is the
fifth in the sequence of pruned trees
(count from the right of the graph, or
notice the numbering in first column of
the table).

Tree Pruning X
Available data: T |IrisTree |
Pointerto pruned trees: | |
Display
Graph Table [ Monitoring
Replace with pruned
=4 Run Cancel Defaults
.
Figure 9.3
1]} Genstat Graphics Viewer - Unnamed 1 -0 E
File Edit View Tools Window Help
EHG® =N - s | 100%
064
05+
04
=
(-4
034
024
01
o .
004
T T T
1 2 3 4 5 & T
number of terminal nodes
Double-click on plot to edit it
.
Figure 9.4

Characteristics of the pruned trees

Tree RT Number of
no. terminal
nodes

1 0.0133 7

2 0.0133 6

3 0.0200 5

4 0.0267 4

5 0.0400 3

6 0.3333 2

7 0.6667 1
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By clicking the button Replace with pruned we can
replace contents of the tree I ri sTree with this smaller
tree. We simply need to fill in the number of the tree (5)
in the resulting menu (Figure 9.5), click on OK, and

then cancel the Tree Pruning menu.

The pruned tree can be displayed using
the Classification Tree Further Output menu
(Figure 9.6), obtained by clicking on the
Further Output button on the Classification
Tree menu.

Replace with pruned

s

Mumber of tree: |:|

Cancel

Figure 9.5
Classification Tree Further Output >
Display
[ ] Bracketed [ ] Labelled diagram
Details Mumbered diagram
[1Graph Summary
Indented
w] | X Run Cancel
Figure 9.6

Summary of classification tree: IrisTree

Number of nodes: 5

Number of terminal nodes: 3

Misclassification rate: 0.040

Variables in the tree: Petal_Length, Petal_Width.

Details of classification tree: IrisTree

1 Current prediction: 1.000
Number of observations: 150
Species Setosd/ersicolor Virginica
Proportions  0.333 0.333 0.333
Test: Petal_Length<2.450
Next nodes:23

2 Current prediction: 1.000
Number of observations: 50
Species Setosa/ersicolor Virginica
Proportions  1.000 0.000 0.000
Conclusion: Setosa

3 Current prediction: 2.000
Number of observations: 100
Species Setosa/ersicolor Virginica
Proportions  0.000 0.500 0.500
Test: Petal_Width<1.750
Next nodes:45

4 Current prediction: 2.000
Number of observations: 54
Species Setosa/ersicolor Virginica
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Proportions  0.000 0.907 0.093
Conclusion: Versicolor

5 Current prediction: 3.000
Number of observations: 46
Species Setosd/ersicolor Virginica
Proportions  0.000 0.022 0.978
Conclusion: Virginica

1 Petal_Length<2.450 Setosa

1 Petal_Length>2.450 2

2 Petal_Width<1.750 Versicolor
2 Petal_Width>1.750 Virginica

Tree diagram

The initial summary, generated by the Summary check box, lists the number of nodes (5)
and terminal nodes (3) in the tree, its misclassification rate and which variables it uses.
The details section (from the Details check box) gives information about each node,
referring to the numbering displayed in the tree diagram at the end of the output (which
is generated by the Numbered Diagram check box).

Note, if possible, it is best to use “accuracy” figures that are derived from a different
set or sets of data from that which was used to construct the tree. This cannot be done
through the menus, but you can use the BCVALUES procedure, which is described in the
Guide to the Genstat Command Language, Part 2 Section 6.21.3.

Another useful procedure, which also cannot be accessed currently through the menus
is BCIDENTIFY. This has a convenient interactive interface, that asks you to enter the
information required by the tree as and when it is needed. (For details of the options and
parameters that allow you to use it in batch mode, see the Guide to the Genstat Command
Language, Part 2 Section 6.21.3). To run the procedure in this way, you merely need to
set the TREE option to the name of the tree, here I1risTree. If we type the command

BCIDENTIFY [TREE=IrisTree]

and execute it, for example X
by clicking on the Submit
Line line in the Run menu on
the menu bar, Genstat asks Do you want to prirt a transeript of the identification?
the question in Figure 9.7. " no * yes
(Our answer is yes.)

= Help Edt

Figure 9.7
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The next question is in
Figure 9.8, to which we
shall answer that the petal
length is greater than 2.450.
(Check the box and click on
OK.)

This generates the
question in Figure 9.9, to
which we shall answer that
the petal width is less than
1.750.

We have now reached the
terminal node, and Genstat
asks if we want to print the
identification (Figure 9.10).
It would be best to take the
default suggestion, of yes,
here as we have not set the
option of BCIDENTIFY that
would save the information!

The output shows first a

9 Classification trees

>
Please select the appropriate characteristic:
{” Petal_Length<2 450 " exit
' Petal_Length>2 450
0K Help Exit
Figure 9.8
>
Please select the appropriate characteristic:
' Petal_Width<1.750 " exit
(" Petal_Width>1.750
0K | Help Exit
Figure 9.9
>

Do you want to print the identification ?
T no * yes

OK | Help Exit

Figure 9.10

transcript of the questions and answers (as requested in Figure 9.7), and then the

identification of Versicolor.

Identification using a classification tree

Observations:
Petal_Length>2.450
Petal_Width<1.750

Identification:
Versicolor




9.1 Practical

Genstat spreadsheet file
Skull.gsh (Figure 9.11)
contains data on 150 male
Egyptian skulls from five
different epochs (see Practical
3.1 and pages 4 and 5 of Manly,
1986, Multivariate Statistical
Methods a Primer, Chapman &
Hall, London).

Form a classification tree.
Prune down to 20 terminal
nodes. What is the
misclassification probability?

9.1 Practical
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A Spreadsheet [Skull.gsh] =N N~
Row ! Epoch MaximumBreadth | BasibregmaticHeight | Basiolveolarlength | NasalHeight ||¥
ed 131 138 89 a9 ||~
2 |Early predynastic 125 131 92 48
3 |Early predynastic 131 132 99 50
4| early predynastic 119 132 96 a4
5 |Early predynastic 136 143 100 54
6 |Early predynastic 138 137 89 56
7 |Early predynastic 139 130 108 48
8 |Early predynastic 125 136 93 48
9 |early predynastic 131 134 102 51
10 | Early predynastic 134 134 99 51
11 |Early predynastic 129 138 95 50
12 |Early predynastic 134 121 95 53
13 |Early predynastic 126 129 109 51
14 |Early predynastic 132 136 100 50
15 |Early predynastic 141 148 108 51
16 | Early predynastic 131 134 a7 54
17 |Early predynastic 135 137 103 58
18 |Early predynastic 132 133 93 53
19| Early predynastic 139 136 96 56
28 | Early predynastic 132 131 101 29,
21171 ¢ 2 4

Figure 9.11
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Regression trees are very similar to classification trees, except that the attribute to predict
is the value of a response variate rather than the level of a group factor. So the starting
point is now a sample of observations with various values of the response. As in a
classification tree, the measurements recorded on the sample may be either continuous
(supplied in variates) or discrete (supplied in factors). Below we shall illustrate the
methods using the pollution data from Chapters 1 and 2, where the data were all
continuous (see Figure 1.1).

The Regression Tree menu (Figure

10.1) is a sub-option of the Regression %;;:;::z:mee e =)o
Analysis option of the Stats menu on the | P2, Xvsiblos: [

menu bar. In Figure 10.1, we have |2, o

specified SO2 as the response variate, ?-Snfﬁ > iy

and entered the names of all the o
measurements into the X-variates box.

The Save Tree in box allows you to i e g e

specify a name for the free structure that Run | | Options..

Genstat will generate to represent the [ Cancel

classification tree. If you do not do this,
Genstat will use its own private name, Figure 10.1
but you will not find it easy to use the
tree outside the menus. Here we have specified the name RegTree.

The tree progressively splits the [prs et <
observations into subsets based on their Doy

values for the measurements. [ Bracketed [ Labelled diagram
Construction starts at a node known as [ Details [ Numbered diagram
the root, which contains all of the [ |Gk [ | Sty

. . . Indented [] Monitering
observations. A factor or variate is

chosen to use there that “best” splits the | Meansquare valuetostop spliting: 9|
observations into two subsets. The aim | [1%vaiablefactorlevels orderd
is to form subsets that have similar S Db i
values for the response variate. The Figure 10.2
predicted value of the response variable
at each node of the tree is the mean of its value for the subset of observations at that node.
The accuracy of the node is the squared distance of the values of the response variate
from their mean for the observations at the node, divided by the total number of
observations. The potential splits at the node are assessed by their effect on the accuracy,
that is the difference between the accuracy of the node and the sum of the accuracies of
the two potential successor nodes. The node will become a terminal node if none of the
splits provides any improvement in accuracy, or if the mean square of the observations
at the node is less than a limit that can be specified in the Regression Tree Options menu
(Figure 10.2). As in a classification tree, factors may have either ordered or unordered
levels, according to whether or not the X-Variable factor levels ordered box is checked (see
Chapter 9 for more details).

The menu also allows you to select the output to display. Here we have asked for the
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tree in “indented” format (as we did earlier for the classification tree in Chapter 9). So,
in the output below, the first variable to examine is Manuf. If this is less than 748.0, you
progress to index 2, and examine Pop. Otherwise, you find the other line for index 1,
further down the tree, which tells you to go to index 33 and form another split involving
Manuf. The terminal nodes (at which predictions of SO2 are made) are identified by the
fact that they are followed by real numbers (with decimal points) rather than integers. So,
for example, at index 5, SO2 is predicted to be 13.

1 Manuf<748.0 2

2 Pop<190.0 3

3 Wind<9.800 4

4 Temp<-50.055

5 Temp<-58.10 13.
5 Temp>-58.10 6

6 Wind<8.850 7

7 Days<118.5 28.

7 Days>118.5 31.

6 Wind>8.850 36.
4 Temp>-50.05 8

8 Days<131.0 56.

8 Days>131.0 46.

3 Wind>9.800 94.

2 Pop>190.0 9

9 Days<108.0 10
10 Temp<-55.55 11
11 Wind<10.85 12
12 Temp<-59.20 10.
12 Temp>-59.20 13
13 Days<62.50 11.
13 Days>62.50 12.
11 Wind>10.85 14
14 Days<80.00 9.
14 Days>80.00 8.
10 Temp>-55.55 15
15 Days<101.0 16
16 Days<92.00 17.
16 Days>92.00 14.
15 Days>101.0 17.
9 Days>108.0 17
17 Temp<-59.35 18
18 Manuf<241.0 19
19 Manuf<170.0 14.
19 Manuf>170.0 20
20 Days<120.5 9.
20 Days>120.5 10.
18 Manuf>241.0 21
21 Days<117.0 24.
21 Days>117.0 18.
17 Temp>-59.35 22
22 Wind<11.20 23
23 Days<142.0 24
24 Pop<831.0 25
25 Wind<7.950 26
26 Days<123.5 26.
26 Days>123.5 23.
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25 Wind>7.950 27
27 Precip<41.00 28

28 Manuf<313.5 26.

28 Manuf>313.5 29

29 Manuf<397.5 28.
29 Manuf>397.5 29.

27 Precip>41.00 30
30 Days<119.5 31.
30 Days>119.5 30.
24 Pop>831.0 47.
23 Days>142.0 31
31 Days<155.5 61.
31 Days>155.5 29.
22 Wind>11.20 32
32 Days<144.5 16.
32 Days>144.5 11.
1 Manuf>748.0 33
33 Manuf<2518 34

34 Precip<32.98 35.

34 Precip>32.98 35
35 Days<110.0 56.
35 Days>110.0 36

36 Days<135.0 69.
36 Days>135.0 65.

33 Manuf>2518 110.

10 Regression trees

As with classification trees (Chapter 9), the construction of a regression tree will
generally result in over-fitting. That is, it will form a tree that keeps selecting factors or
variates to subdivide the individuals beyond the point that can be justified statistically.
The solution is again to prune the tree to remove the uninformative sub-branches. The

pruning uses accuracy of the nodes of the tree, as defined above.
You can prune the tree using the Tree | TresPruning

Pruning menu (Figure 10.3), which can
be opened from Tree subsection in the
Multivariate Analysis section of the menu
bar or by clicking on the Prune button
on the Regression Tree menu. As we

Available data:

have loaded the menu from the 2l 1%
Regression Tree menu, Genstat has filled  Figure 10.3
in the name of the tree automatically.

Tree:

Pointerto pruned trees:

Display

|RegTree

Graph Table

Run

Cancel

[ Monitoring

Defaults
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In the Display box, we have asked for
the relationship between the accuracy
and the number of terminal nodes to be
presented in a graph (Figure 10.4) and a
table (below). The table and graph show
that the impurity of the pruned trees
drops rapidly as the number of terminal
nodes increases from one up to about
ten, but then tails off more slowly. This
suggests that we should prune down to
ten terminal nodes, but no further. This
tree is the 26th in the sequence of
pruned trees.

53

i Genstat Graphics Viewer - Unnamed 1

— o]

File Edit View Tools Window Help

5 H@ D e B aawN |

100%

500 -

400

300 o

R(T)

100 <

number of terminal nodes

Double-click on plot to edit it

Figure 10.4

Characteristics of the pruned trees

Tree RT Number of
no. terminal
nodes

1 0.00 37
2 0.01 36
3 0.02 35
4 0.04 34
5 0.05 33
6 0.07 32
7 0.13 31
8 0.24 30
9 0.46 28
10 0.57 27
1 0.70 26
12 0.85 25
13 1.05 24
14 1.25 23
15 1.56 22
16 1.89 21
17 2.33 20
18 3.01 19
19 3.70 18
20 4.92 17
21 6.80 16
22 8.76 15
23 11.69 14
24 18.07 13
25 26.10 12
26 47.70 10
27 62.39 9

N
oo

77.50 8
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29 96.23 7
30 115.24 6
31 146.10 5
32 202.47 4
33 347.87 2
34 537.51 1

Genstat Graphics Viewer - Unnamed 1

- |

You can get the number of the tree from [
the index in the first column of the

File Edit View Tools Window Help

e EXS B IR

100%

table, or by counting from the right of
the graph, or by using the Data-info tool
on the graph, as shown in Figure 10.5.
To select the tool, you click on the icon
with the arrow and question mark at the
left-hand end of the Graphics Toolbar.
The viewer will then display details of a
point when you rest the pointer nearby.

Move the cursor overan

500 -

300 o

R(T)

200 4

100 o

T T T
0 5 10 15 20 25 30

number of terminal nodes

object to get information on it x=994,y= 501

x= 345,y = 208

Figure 10.5

By clicking the button Replace with pruned we can | Replace with pruned

replace contents of the tree RegTree with this smaller
tree. We simply need to fill in the number of the tree
(26) in the resulting menu (Figure 10.6), click on OK,

and then cancel the Tree Pruning menu.

The pruned tree can be displayed using
the Regression Tree Further Output menu
(Figure 10.7), obtained by clicking on the
Further Output button on the Regression Tree
menu. Here we have asked to print the tree
in indented form again, to print a summary
of its properties and to display it in a graph
(see Figure 10.8).

X

Mumber of tree:

Cancel
Figure 10.6
Regression Tree Further Qutput X
Display
[] Bracketed [] Labelled diagram
[] Details [] Mumbered diagram
Graph Summary
Indented
w] X Run Cancel

Figure 10.7




10 Regression trees
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Summary of regression tree: RegTree

Number of nodes: 19

Number of terminal nodes: 10

Residual sum of squares: 1956

Residual degrees of freedom: 31
Residual mean square: 63.09

Percentage variance accounted for: 88.55

Variables in the tree: Manuf, Pop, Wind, Days, Precip, Temp.

1 Manuf<748.0 2

2 Pop<190.0 3

3 Wind<9.800 4

4 Temp<-50.05 27.
4 Temp>-50.05 51.
3 Wind>9.800 94.

2 Pop>190.0 5

5 Days<108.0 12.

5 Days>108.0 6

6 Temp<-59.35 15.
6 Temp>-59.357

7 Wind<11.20 32.64
7 Wind>11.20 13.50
1 Manuf>748.0 8

8 Manuf<2518 9

9 Precip<32.98 35.
9 Precip>32.98 63.33
8 Manuf>2518 110.

The initial summary, generated by the Summary check box, lists the number of nodes (19)
and terminal nodes (10) in the tree, its residual sum of squares, degrees of freedom and
mean square, and the variables that it uses. Note, if possible, it is best to use “accuracy”
figures that are derived from a different set or sets of data from that which was used to
construct the tree. This cannot be done through the menus, but you can use the BCVALUES
procedure, which is described in the Guide to the Genstat Command Language, Part 2

Section 6.21.3.
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File Edit View Tools Window Help

FHIR S ERE da (RN NF RN

<
Double-click on plot to edit it

Figure 10.8




10.1 Practical

10.1 Practical

Genstat spreadsheet file Water.gsh
(Figure 10.9) contains data about the
water usage of a production plant (last
column of the sheet). There are also
four variates that may be associated
with the amount of water that has been
used: the average temperature, the
amount of production, the number of
operating days and the number of
employees. (See page 352 of Applied
Regression Analysis by Draper &
Smith, 1981, Wiley, New York.)

Form a regression tree to predict
water usage from the other variates.

57
f  Spreadsheet [Water.gsh]
Row | Employ | Opdays Product Temp water ||}
1 129 21 7.187 58.8 3.067 ||~
2 141 22 6.373 65.2 2.828
3 153 22 6.796 78.9 2.891
4 166 28 9.288 77.4 2.994
5 153 25 14.792 3.3 3.ea2
& 189 23 14.564 al 3.893
7 175 28 11.964 71.9 3.582
a 186 23 13.526 63.9 3.86
o 198 28 12.656 54.5 3.211
18 187 28 14.119 255 3.286
11 195 22 16.691 44.5 3.542
12 286 19 14.571 43.6 3.125
13 198 22 13.619 56 3.822
14 192 22 14.575 64.7 2.922
15 181 21 14.556 73 3.95
16 2ee 21 18.573 78.9| 4.4338
iF 28e 22 15.618 79.4 3.295 =
2l < > 4

Figure 10.9



11 Generalized Procrustes analysis

Generalized Procrustes |E Spreadsheet [Portgsh] e
analysis allows you to

produce a consensus
configuration of points from
several input configurations.
It is often used in sensory
analysis, for example of 0

Row ‘l Assessor |T Attribute | Samplel | Sample2 | Sample3 | Sampled | SampleS | Sample6 | Sample? | Sampled

A

N

Ruby

Tawny
Depth

Tint

Red

rlu|e|e|v|n

Brown

soft

Plum
Red

wla|v|lo|w|s|wln

Blue

ola|lr|lue|lvlw i wle|lw i a|lr|lslole|lm i s|vw|vv|le|s|als

olv|uwla|le|luw|la|ls|leo|lv|w|lw|luwla|lw|la|ju|lu|ln|w|n|o|v]|e
slv|rlaje|s|ls slounpalun|r|luns|o|lwu|e|sa]s
olv|o|v|o|ln|wiuw|leo|les|lv|c|luv|leo|lw k| a|lalo|le|s|a|lw
ola|lr|la|ls|uw|s|lw|o|le|a|v|u|s|e|ls|v|a|la|o|e|w| v|s

glulu|ve|o|lnwolue|lslon|alvo|lnle/Nrlue|w
elalr|lvje|lvls pleolualwalole|lnmuwlalawviela ula

A
A
A
B
B
B
B 3
C 2
C L]
food or wine, where the B e :
input configurations will be — e -
assessments made of various 0 IR :
attributes of the food or e Gotour :
. 18|E Red 2
wine samples. e .
. 20|E -]
Figure 11.1 shows an F Ssial >
example data set from an 2 = =
evaluation of the appearance |- . )

of port-wines by Williams &
Langron (1984, Journal of
the Science of Food and Agriculture, 35, 558-568), stored in spreadsheet file Port . gsh.
There were six assessors (labelled A-F in column 1), eight samples of port (columns
Samplel - Sample8), and the attributes measured by each assessor are described in the
Attribute column. Notice that this is an example of free choice profiling; the assessors
were not required to observe the same attributes, but they could each define their own.
The only constraint is that each assessor must be consistent in their definition of an
attribute over the samples. Also, for the analysis to work, each assessor must observe the
same number of attributes. However, it is valid to include a “null” attribute of zero
observations for assessors that have observed too few (assessors D, E and F here).

The analysis treats the observations from each assessor as a configuration of n points
(one for each sample) in p dimensions (one for each attribute), and forms a centroid
configuration that gives a consensus view of how the assessors perceive the ports. The
basic data for the analysis is a set of attribute x sample matrices, containing the
measurements made by each assessor.

Figure 11.1



These can be formed by
first deleting the
Attribute column (putthe
cursor into any cell in the
column, then select the
Current Column sub-option of
the Delete option of the
Spread menu, as shown in
Figure 11.2.

11 Generalized Procrustes analysis 59
A -
File Edit VWiew Run Data | Spread | Graphics Stats Tools Window Help
New S = RN
Column v B2 LERIE L = TR | BmEE=E
Factor >
Calculate 4
Delete 4 | Current Row F7
Insert 3 Selected Rows Alt+F7
Select 4 Empty Rows
Restrict/Filter 3 Current Co%mn Shift+F7
Sort... Ctrl+F9 Selected Coltimin Shift+Alt+F7
Maniptkte " Empey€olumns Ctrl+ Shift+ F7
Shech ' Empty Rows + Columns Ctri+F7
Book »
Add o Excluded rows Ctri+Alt+F7
Export . Included rows
Update 3 Table Margins
Set as Active Sheet Pointers... [
- ] g
Row |! Assessor | Attribut SN ]
1A 7 & 8 4
2\ A Tawny a 7 2 8
Figure 11.2
Split/Subset Sheet: Spreadsheet [Port.gsh]* x

Then open the Split/'Subset Sheet menu (Figure
11.3), by selecting the Split/'Subset sub-option of the
Manipulate option of the Spread menu. Figure 11.3
is set to split the spreadsheet into multiple sheets
using all levels of the Assessor factor.

Operation
(® Split into multiple shests () Subset to a single sheet

Split sheet using: | Faetor aroups =

Factar: Pssessor ~

Factor groups to keep:

Create unigue column names
Use factor labels in column names

Add to book
MNew book v
Canl Heb
.
Figure 11.3
m Spreadsheet [Book2]* E==|E=E <)
Row ! Assessor A Samplel A Sample2 A Sample3 A | Sampled4 A | SampleS A Sampled A Sample7 A | Sampled8 A ¥
1R 7 3 8 4 4 3 2 alla
2|A @ 7 2 8 6 8 7 5
3a 5 6 8 4 4 4 ) 3
ala 1 1 2 @ @ @ @ e,
z{lv ¢ > i

Figure 11.4

The first of the six new spreadsheets is shown in Figure 11.4.
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We need to delete the assessor column. We PR »
then conYert the spreadsheet 1nt9 a matrix Fe it B

by selecting the Convert sub-option of the () Vector i |
Sheet option of the Spread menu to open the @) Matrix

Convert Sheet menu. In that menu (Figure Symmetric matrix
11.5), we select Matrix as the Sheet Type, Diagonal matrix
give it a name (here M1), and click on OK. O Table
We now need to transpose the spreadsheet, O Scalar

by selecting the Transpose sub-option of the
Manipulate option of the Spread menu, and
we can rename the transposed matrix (e.g.
to x1) by using the Sheet Properties menu
(opened by selecting the Properties sub- i Help
option of the Sheet option of the Spread
menu. We then need to repeat the process Figure 11.5
for the other new spreadsheets, giving each

transposed matrix a different name (X2 - X6).

However,'as spr.eadsheet 'manlpulatlon s T e e
not the main point of this Chapter, the | i)y AlB|cIDlE|F|
transposed matrices can be found in [l 2 | 2| 5| 4 ;
spreadsheet book Portmatrices.gwb,as 1 7| e s| 1 n
shown in Figure 11.6. (The original data 2) s8] 7| 8 1
were presented in Figure 11.1 in order to I | | W
display their structure more clearly.) : j : i Z
& 3 3 4 @
7 2 F @ @
8 4 5 3 a G
20l-« » 4
Figure 11.6
The Generalized Procrustes menu |4 Generalized Procrustes o] & s
(Figure 11.7) is opened by selecting the | reiesled= [;‘a“’ be analysed:
Generalized Procrustes sub-option of the | 2 x2
Multivariate Analysis option of the Stats | X samlt
menu. The main task is to set the Data to %6
be analysed to the matrices containing
the configurations (here x1 - x6).
The common centroid configuration Method
is formed by the operations of | @G et
translation to a common origin, rotation Run || Options. = Sove
and reflection of axes, and possibly also &l [x e
scale changes. It is found iteratively,

using either Gower's or Tenberge's Figure 11.7

method, by minimizing the sum of the

squared distances between the centroid and each individual configuration. To give a
unique representation, the final centroid is defined using its principal axes.
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The Generalized Procrustes Options
menu (Figure 11.8) allows you to select
the type of scaling to be done. Isotropic
scaling, which scales the all the
dimensions of each configuration by an
equal amount, takes place during the
Procrustes analysis. The alternative is to
scale each configuration prior to the
analysis so that the trace of each matrix
is one. If this separate scaling is used,
the subsequent residuals represent pure
lack-of-fit and the scaling factors given
in the results represent differences in
relative size/spread of the original
(centred) configurations, whereas for
overall isotropic scaling the scaling
factor contains components of both size
and lack-of-fit.

The Display boxes control the output:
gives monitoring information during the fitting

Monitoring

[ ]
Cancel

Mumber of dimensions for plot:

X Defaults

61
Generalized Procrustes Options >

Display

Analysis Individual configurations
Centroid ] Monitoring

Column means

Number of dimensions: I:I

Scaling

() None (®) |sotropic () Separate
Tolerance for convergence: 0.00001
Maximum number of iterations: |50
Graphics

Conzensus Individuals Projections

Figure 11.8

process;

Column means

configurations;

Centroid

prints the column (i.e. attribute) means of the

Individual configurations

Analysis

prints the latent roots and coordinates of the
centroid configuration;

prints rotations of the individual configurations to
the principal axes;

prints an analysis of variation for
configurations and entities (i.e. samples);

the

All of these, except monitoring, are shown in the output below.

Generalized Procrustes analysis

Isotropic scaling

Column means of the configurations

Configuration 1

1 2 3
4.750 5.375 4.250

4
0.500
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Configuration 2

1 2 3 4
5.750 5.000 6.375 4.125

Configuration 3

1 2 3 4
3.875 1.000 4.500 5.250

Configuration 4

1 2 3 4
2.000 4.375 4.375 0.000

Configuration 5

1 2 3 4
3.250 4.250 3.625 0.000

Configuration 6

1 2 3 4
6.125 1.625 6.125 0.000

Rotation of centroid to principal axes

Latent roots

1 2 3 4
0.714 0.174 0.011 0.006

Percentage variance

1 2 3 4
78.88 19.25 1.22 0.65

Coordinates of the consensus configuration

1 2 3 4
0.6173  -0.1389  -0.0072 0.0143
-0.1303 0.1879 0.0438 0.0374
0.3595 0.1338 0.0361 -0.0260
-0.2390 -0.0142  -0.0166 0.0308

A WN -
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-0.0600 0.0759  -0.0397 0.0094
-0.2297 0.0764 0.0040  -0.0491
-0.2663  -0.2994 0.0432  -0.0055
-0.0516  -0.0213  -0.0636  -0.0113

O ~NO O,

Final coordinates for configuration 1

Variance
1 2 3 4
0.747 0.243 0.011 0.006

Percentage variance

1 2 3 4
74.19 2412 1.12 0.56

Coordinates

1 2 3 4
0.5081 -0.0939 -0.0208 0.0072
-0.0224 0.2261 0.0610 0.0496
0.4854 0.2358 0.0555 -0.0105
-0.2349 0.0622 -0.0049 0.0261
-0.0872 -0.0149 -0.0407 -0.0158
-0.2734 0.0376 -0.0274 -0.0453
-0.3373 -0.3246 0.0151 -0.0073
-0.0382 -0.1282 -0.0378 -0.0041

ONO AP WN =

Rotation matrix

1 2 3 4
0.439 0.280 0.257 0.814
-0.842 0.440 0.204 0.239
0.283 0.852 -0.236 -0.372
0.137 0.044 0.915 -0.378

A WN -

Final coordinates for configuration 2

Variance
1 2 3 4
0.693 0.184 0.061 0.028

Percentage variance

1 2 3 4
71.83 19.03 6.28 2.86
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64 11 Generalized Procrustes analysis
Coordinates

1 2 3 4
0.6147  -0.1257 -0.0145 0.0315
-0.1278 0.0857 0.0445 0.0361
0.3291 0.0049 0.0878 -0.0635
-0.1837 0.0129 -0.0916 0.0531
-0.1463 0.0992 -0.0848 0.0666
-0.3401 0.2011 0.0508 -0.1167
-0.1411 -0.3280 0.1315 -0.0165
-0.0048 0.0498 -0.1237 0.0094

ONOO NP WN =

Rotation matrix

1 2 3 4
0.248 0.058 -0.250 -0.934
-0.716 0.359 -0.599 -0.007
-0.393 -0.906 -0.071 -0.141
0.522 -0.218 -0.757 0.327

A WN =

Final coordinates for configuration 3

Variance

1 2 3 4
0.817 0.144 0.025 0.021

Percentage variance

1 2 3 4
81.17 14.27 2.46 2.10

Coordinates

1 2 3 4
0.6009  -0.1247 0.0045 -0.0076
-0.2587 0.1799 0.0926 -0.0067
0.3982 0.1224 0.0138 0.0217
-0.3332 -0.0110 0.0251 0.1044
0.0943 0.1167 -0.0892 0.0108
-0.1722 0.0182 -0.0088 -0.0231
-0.2808 -0.2537 0.0386 -0.0043
-0.0485  -0.0480 -0.0765 -0.0951

O~NO AP WN =

Rotation matrix

0.650 0.061 -0.752 0.084
0.589 -0.097 0.564 0.571
-0.369 0.607 -0.195 0.677
0.307 0.787 0.278 -0.458

A ON -
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Final coordinates for configuration 4

Variance
1 2 3 4
0.678 0.266 0.011 0.031

Percentage variance

1 2 3 4
68.78 26.98 1.12 3.13

Coordinates

1 2 3 4
0.5996  -0.1990 -0.0120 0.0479
-0.0664 0.2300 -0.0580 0.0902
0.3452 0.1843 0.0596 -0.1009
-0.3017 -0.0458 -0.0210 0.0291
-0.0285 0.1086 0.0111 -0.0246
-0.1461 -0.0293 0.0296 -0.0552
-0.2182 -0.3409 0.0304 -0.0463
-0.1840 0.0921 -0.0395 0.0597

ONOO NP WN =

Rotation matrix

1 2 3 4
0.480 0.327 -0.403 0.707
-0.770 0.602 -0.126 0.172
0.421 0.728 0.261 -0.474
-0.016 0.020 0.868 0.496

A WN -

Final coordinates for configuration 5

Variance

1 2 3 4
0.885 0.133 0.010 0.000

Percentage variance

1 2 3 4
86.10 12.91 0.98 0.02

Coordinates

1 2 3 4
0.7446  -0.1389 0.0040  -0.0006
-0.1387 0.1825 0.0190 0.0044
0.2660 0.1170 0.0028 0.0054
-0.2672 0.0248 0.0444  -0.0030
-0.0515 0.0985  -0.0609 0.0062
-0.2672 0.0248 0.0444  -0.0030
-0.3085  -0.2169  -0.0101 -0.0086

NO OO WN =
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8 0.0224  -0.0919  -0.0436  -0.0007

Rotation matrix

1 2 3 4
0.092 0.734 -0.670 0.061
0.794 0.353 0.495 -0.009
-0.601 0.579 0.551 -0.013
-0.006 -0.034 0.052 0.998

A WN =

Final coordinates for configuration 6

Variance

1 2 3 4
0.709 0.263 0.025 0.010

Percentage variance

1 2 3 4
70.41 26.14 2.46 0.99

Coordinates

1 2 3 4
0.6363  -0.1511 -0.0045 0.0073
-0.1678 0.2228 0.1036 0.0510
0.3333 0.1380 -0.0030 -0.0081
-0.1135  -0.1284 -0.0513 -0.0249
-0.1407 0.0472 0.0262 0.0131
-0.1795 0.2060 -0.0644 -0.0509
-0.3116 -0.3326 0.0538 0.0497
-0.0565  -0.0018 -0.0605 -0.0371

ONO AP WN -

Rotation matrix

1 2 3 4
1 0.408 0.906 -0.066 -0.087
2 0.686 -0.231 0.582 0.371
3 -0.602 0.351 0.620 0.359
4 -0.003 0.045 -0.522 0.852

Analysis of variation for the configurations

Scaling  Residual Total
0.771 0.094 1.007
0.838 0.126 0.965
1.067 0.088 1.007
1.148 0.104 0.985
1.275 0.068 1.028
1.228 0.085 1.007

OO WN-=-
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Analysis of variation for the entities
Consensus  Residual Total
1 2.405 0.037 2.442
2 0.334 0.072 0.406
3 0.894 0.076 0.970
4 0.351 0.077 0.428
5 0.066 0.069 0.136
6 0.366 0.097 0.463
7 0.975 0.057 1.032
8 0.044 0.080 0.123
Initial within-configuration sum of squares 463.750
Initial between-configuration sum of squares 509.875
Final residual sum of squares 0.566
Number of steps to convergence 7
The ﬁI'St graph (Flgure 119) %E e Genstat Graphics Viewer - Unnamed 1 — O
plots the positions of the eight [=ua SuFnE oanWE \ 100

port-wines in the consensus
configuration; the default is to
display the first three principal
axes. This allows you to study
the similarities of the port-
wines, as observed overall by
the assessors.
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The individuals plot (Figure
11.10) is similar, but also
shows how the points in each
configuration are mapped to the
equivalent points of the
consensus. This allows you to
assess the consistency of the
assessors.

The projection plot (Figure
11.11) shows the fitted
projections of the attributes, as
observed by each assessor, onto
the first two principal axes. A
different colour is used for each
attribute, taking the standard
order of the Genstat pens (by
default red, green, blue, cyan,
mauve, yellow, brown etc.).
Each line is numbered by its
assessor. This shows how each
of the attributes contributes to
the consensus picture.

Notice that the fitted
attributes (plotted in cyan) for
the null attributes of assessors 4-
6 are negligible. The scores
fitted to these null attributes can
be regarded as representing

11 Generalized Procrustes analysis
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Figure 11.11

random variation, and used as a yardstick for assessing the other scores. (However, if one
of the null fitted scores were found to be noticeable, this would indicate a large
Procrustes deviation between this assessor and the consensus ~which might suggest that
this assessor should treated separately.)



11.1 Practical

Genstat spreadsheet file
Bordeaux.gsh contains results
of a sensory assessment of
aroma attributes of 24 Bordeaux
wines. Do a generalized
Procrustes analysis and examine
a consensus plot of the first two
dimensions. (Hint: use the Ten
Berge method to speed
convergence.) Rows 1-5 are St
Estéephe wines, 6-10 are St
Julien, 11-15 are Margaux, 16-
20 are St Emilion, and 21-24 are
regional Bordeaux wines (see

11.1 Practical 69
= Sp [Bordeaus. or 1: Matrix XB[1] (=0 e |
T A MM assessor1 assessor? | oassessor3 | oassessord | assessor5 | oassessorf | assessor7 3|
Row [T_Rows_| Berry | BlackCurrent | SyntheticFruit | GreenBean | BlackPepper | Soy | Spicy | Vanilla |Raisin ||

1|SE1 4 2 e 15 e L] 1 e ]| fad
2|SE2 1 1 1 5 L] e 4 2 L]
3(sE3 L 14 e 12 a a 8 8 (-]

4|5E4 6 11 2 7 L L] 1e 4 2

5| SES e 16 e a L] L] 1a 9 L]
6(SJ1 2 11 2 5 L] e 6 5 L
7(532 ] 11 Il 12 L] -] 7 8 8
8(533 L 8 e 13 e 1 2 2 @
9/5J4 4 16 e 3 e 4 9 6 1

18 |S535 2 12 4 4 L] e 11 9 e

11|ML 2 15 1 7 e a a 8 -]

12 (M2 5 7 2 14 L 5 4 1 2

13 |M3 6 16 2 4 L) L] 9 8 L]

14 M4 7 ) 1 4 L] e 6 6 e

15 (M5 ] 16 3 k3 e -] 12 1e 2

16 |SEL L 12 [ 13 a L] 7 1e 2
I e 3 3

Figure 11.12

the row labels of the matrices). Can you see this structure reflected in the plot?




12 Other facilities

This chapter illustrates menus from most of the main areas of multivariate analysis
provided by Genstat. Other menus are listed below with references to sections in the
Guide to the Genstat Command Language describing the associated commands and

methodology:

Discriminant analysis Part 2 Section 6.5,
Factor analysis Part 2 Section 6.11,
Correspondence analysis Part 2 Section 6.13,
Canonical correlation analysis Part 2 Section 6.9,
Redundancy analysis Part 2 Section 6.14,
Canonical correspondence analysis Part 2 Section 6.15,
Partial least squares regression Part 2 Section 6.8, and
Multivariate analysis of distance Part 2 Section 6.6.3.

Other multivariate facilities, not available through the menus, include ridge and principal-
component regression (procedure RIDGE; Part 2 Section 6.7), analysis of skew symmetry
(procedure SKEWSYMMETRY; Part 2 Section 6.17), the construction of identification keys
(procedure BKEY; Part 2 Section 6.22) and random classification forests (procedure
BCFOREST).



Index

Associations 20
Average linkage 29
Biplot 13
axis 13
Biplot axis
interpolative 14
predictive 13
Boxplot 3
Canonical correlation analysis 70
Canonical correspondence analysis 70
Canonical variate 18
Canonical variates analysis 16
scores 18
Centroid configuration 58
Classification tree 43
over-fitting 44
accuracy 44
identification 48
misclassification rate 47
root 43
terminal node 43
Correspondence analysis 70
Covariate 40
Dendrogram 29, 30
Discriminant analysis 70
Dissimilarities 20
Distance 20
Equality of roots 11
scree plot 11
Euclidean distance 29
Factor analysis 70
Free choice profiling 58
Furthest neighbour 29
Generalized Procrustes analysis 58
assessor 58
consensus configuration 67
individuals plot 68
projection plot 68
scaling 61
Gini information 44
Graphics Toolbar 13, 54
Data-info tool 54
hot point icon 13
Hierarchical cluster analysis 28
bootstrapping 30
reliability 30
Histogram 3
Hot point 13

Identification key 70
Indented tree 44, 51
Isotropic scaling 61
K-means clustering 33
Mahalanobis distance 33
Maximal predictive classification 33
Mean posterior improvement 44
Median sorting 29
Monotone regression 23
Multidimensional scaling 23
Multivariate analysis of variance 40
Multivariate Normality 40
Nearest neighbour 29
Non hierarchical cluster analysis 33
Non-metric scaling 23
Partial least squares regression 70
Principal component 9, 11
Principal component regression 70
Principal components analysis 9
scores 12
Principal coordinates analysis 20
Pruning a classification tree 44, 52
Pruning a tree 44
pruning 52
Redundancy analysis 70
Regression tree 50
over-fitting 52
accuracy 50
pruning 52
root 50
terminal node 51
Ridge regression 70
Root 43, 50
Scatter plot matrix 7, 8
Sensory analysis 58
Similarities 20, 28
Single linkage 29
Skew symmetry 70
Summary statistics 2
Tied data 24
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